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Abstract

For the rapidly increasing amount of information available on the Internet, there exists
the only little quality control, especially over the user-generated content (opinion reviews,
Internet forums, discussion groups, and blogs). Manually scanning through large amounts
of user-generated content is time-consuming and sometime impossible. In this case,
opinion mining is a better alternative. Although, it is recognized that the opinion reviews
contain valuable information for a variety of applications, the lack of quality control
attracts spammers who have found many ways to draw their benefits from spamming.
Moreover, the spam detection problem is complex because spammers always invent new
methods that can't be recognized easily. Therefore, there is a need to develop a new
approach that works to identify spam in opinion reviews. We have some in English; we
need one in Arabic language in order to identify Arabic spam reviews. To the best of our
knowledge, there is still no published study to detect spam in Arabic reviews because it has

a very complex morphology compared to English.

In this research, we propose a new approach for performing spam detection in Arabic
opinion reviews by merging methods from data mining and text mining in one mining
classification approach. Our work is based on the state-of-the-art achievements in the
Latin-based spam detection techniques keeping in mind the specific nature of the Arabic
language. In addition, we overcome the drawbacks of the class imbalance problem by
using sampling techniques. Our approach is implemented using RapidMiner; an open-
source machine learning tool and exploits machine learning methods to identify spam in
Arabic opinion reviews. The experimental results show that the proposed approach is
effective in identifying Arabic spam opinion reviews. Our designed machine learning
achieves significant improvements. In the best case, our F-measure is improved up to
99.59%. We compared our approach with other approaches, and we found that our

approach achieves best F-measure results in most cases.

Keywords: Opinion Mining, Arabic Opinion Mining, Spam Review, Spam Detection.
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This chapter is an introduction to the thesis, first it gives a brief description of opinion
mining, and opinion spamming then it discuss spam detection in Arabic opinion reviews.
In addition, it states the thesis problem, the research objectives, the significance of the

thesis, the scope and limitation of the thesis work, and the research methodology.

1.1 Opinion Mining

The increased use of the Internet has changed people's behavior in the way they
express their views and opinions. Nowadays, the public increasingly participates to express
their opinions on the web. They can now post their views using Internet forums, discussion
groups, product reviews and blogs, which are collectively called user-generated contents.
User-generated contents are written in natural language with an unstructured-free-texts
scheme. It provides valuable information that can be exploited for many applications.
Manually scanning through large amounts of user-generated contents are time-consuming
and sometime impossible [22] [49]. In this case, opinion mining is the better alternative

which automatically extracts knowledge from various types of user-generated contents.

Opinion mining (also called sentiment analysis, sentiment mining, sentiment
classification, subjectivity analysis, review mining or appraisal extraction) is a subtopic of
text mining that it automatically extracts opinions, sentiments, and subjectivity from user-
generated contents [17]. Basic task in “opinion mining” is to determine the subjectivity,
polarity (positive or negative) and polarity strength (weakly positive, mildly positive,
strongly positive, etc.) of a piece of text — in other words: What is the opinion of the writer.
Opinion mining has a wide range of applications from different domains such as
commercial, government, politics, education and others [51]. For example, many
applications of opinion mining include detecting movie popularity from multiple online
reviews and diagnosing which parts of a vehicle are liked or disliked by owners through
their comments in a dedicated site or forum. There are also applications unrelated to
marketing, such as differentiating between emotional and informative social media
content [17] [51].

In recent years, opinion mining has become a popular topic for the researchers
of Artificial Intelligence (Al). The researchers from Al community have developed
various sentiment analysis tasks, including sentiment classification [41] [43], opinion

retrieval [30], opinion extraction [10], to serve users’ need. All the above studies have the
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same assumption: their opinion resources are real and trustful. However, in practice, this

opinion information may be spammed.

1.2 Opinion Spamming

Since the opinion information can guide the people’s behavior, and on the web, any
people can write any opinion text, this can let the people by individuals, and organizations
give undeserving spam opinions or reviews to promote or to discredit some target products,
services, organizations, individuals, and even ideas without disclosing their true intentions.

These spammed opinion information is called opinion spam [45].

Opinion spamming can even be frightening as they can warp opinions and effect on
the users’ experience. It is safe to say that as opinions are increasingly used in practice,
opinion spamming will become more and more rampant and also sophisticated, which
presents a major challenge for their detection [16]. However, they must be detected to be a
trusted source of public opinions, rather than being full of spam opinions, lies, and

deceptions [56].

1.3 Spam Detection in Arabic Opinion Reviews

Some new research efforts in the area of opinion spam detection deal with non-Arabic
texts are studied and investigated (more about opinion spam detection in Section 2.9), but
in Arabic language, to the best of our knowledge, there is still no published study in this

area.

Arabic language is the mother tongue of more than 300 million people; it is
considered for religious reasons the language of Islam, and it is ranked as the fifth most
spoken language around the world [62]. Arabic, in general, is a challenging language
because it has a very complex morphology as compared to English. This is due to the
unique nature of Arabic morphological principle, which is highly inflectional and
derivational [7] [23]. For example, one word may have more than one lexical category in
different contexts. In case of user-generated content, it brings another complexity since
most writers on the web express their opinion using local accent instead of standard Arabic
language. So, we end up with many written accents instead of one formal language. In
addition, many times writers misspelled the words either by accident or deliberately (e.g.

for short, and repeating letters to insistent in some words) [23].
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Thus, spam detection in Arabic opinion reviews is complex. So, there is a great need
to develop a new approach that works to detect spam in Arabic spam opinion reviews.

In this research, we propose an approach called Spam Detection in Arabic Opinion
Reviews (SDAOR) that uses combining methods from data mining (more about data
mining in Section 2.2) and text mining (more about data mining in Section 2.4) in one
mining classification approach. The SDAOR will be designed to detect spam in the Arabic

opinion reviews.

1.4 Problem Statement

The problem in this research is how to detect spam in the Arabic opinion reviews that
can be valid for some proper domain with accepted accuracy and F-measure. However,

there are some challenges in this area.
The sub problems we face are:

1. What are the proper domains that we shall use to show the power of our
proposed approach? And, how to collect spam Arabic opinion reviews data
sets?

2. What types of spam available in Arabic opinion reviews?

3. What is the proper approach to produce an approach to analyze and detect spam
in Arabic opinion reviews?

4. What are the proper preprocessing steps are performed on the data sets before it
IS used?

5. What are the most relevant features to be extracted that related to reviews,
reviewers and products to extract the most appropriate classification?

6. What are the best mining methods to be used to score and classify the spam
Arabic opinion reviews?

7. How to evaluate the performance of the proposed approach?

1.5 Objectives

1.5.1 Main Objective

The main objective of this research is to develop an approach that detects spam in

the Arabic opinion review that can be valid for some proper domain in an accurate way.
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1.5.2 Specific Objectives

The specific objectives of this research are:

1. Search for a domain that can be widely used, and in the important area
which can give a good evaluation environment. Build data sets of selected
domain.

2. Find language resources can be used or extended to detect spam in the
Arabic opinion reviews.

Identify different types of spam available in Arabic opinion reviews.

4. Find the most proper approach that can be produced an approach to analyze
and detect spam in Arabic opinion reviews.

5. Find the proper preprocessing steps on the spam Arabic opinion data set
before use it.

6. Find the most relevant features that related to reviews, reviewers and
products to extract the most appropriate classification.

7. Select more than one classification method to find a way to classify the
Arabic opinion reviews, whether it should be spam and non-spam.

8. Evaluate the results and try to increase the ratio of precision and recall
measurements. In addition, compare our proposed approach with other

existing non-Arabic methods.

1.6 Significance of the Thesis
The significance of this thesis is:

1. Inthe Arab world, individuals and businesses are increasingly using reviews for
their decision making. It is critical to detect spammers who wrote spam
reviews.

2. Saving efforts and time by helping the user, such as: business to identify spam
in Arabic opinion reviews quickly.

3. There are some of researches for opinion spam detection deal with non-Arabic
texts, but in Arabic, there is still no published study in this area.

4. Demonstrate that there are different types of spam available in Arabic opinion
reviews and identify them.

5. Unfortunately, many data sets in real applications (such as health examination,
inspection, spam identification and text mining, and credit fraud detection)

5
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involve imbalanced class distribution problem. In this research, our approach
able to deal with an imbalanced data problem.

1.7 Research Scope and Limitation

This research proposes a SDAOR approach. The work is applied with some

limitations and assumption such as:

1. Our work is limited to detecting spam in Arabic opinion reviews only. We will
not include detecting spam in opinion reviews in other languages, such as:
English and European in the same review.

2. We cannot work in all domains such as: commercial, news, sports, and politics,
so we will select the most popular one.

3. We cannot apply all classification methods; we will use the most famous ones.

4. The manual evaluation technique is going to be followed because there isn't any
automatic evaluation for detecting spam in Arabic opinion reviews.

5. The spammer that registers multiple times (using different user-1Ds) at a site by
using different machines and write multiple spam reviews under these user-IDs,
we will not detect.

6. Spammers write either only positive reviews on his/her own products or only
negative reviews on the products of his/her competitors, but not both. This, we
will not detect.

7. Members of the group write reviews at random intervals to hide spikes, we will
not detect.

8. If the group is sufficiently large, it may be divided into sub-groups so that each
sub-group can spam at different websites (instead of only spam at the same

site), we will not detect.

1.8 Research Methodology

To accomplish the objectives of the research, the following methodology will be

followed (see Figure 1.1):
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Research

and

. Data Acquisition . Data Integration

Survey

Processing Stage i Identification
Labeling

Evaluate

theapproach

Figure 1.1: Overall Methodology [25].

e Research and Survey: include reviewing the recent researches closely related
in the thesis problem statement and the research question. After analyzing the
existing methods in spam detection for non-Arabic opinion reviews, identifying
the drawbacks or the lack of existing approaches, we formulate the strategies
and solutions how to use or extend in order to be overcome in our research.

e Data Acquisition: in this step, we will build an in-house data set of spam
reviews and reviewers using human collected from online Arabic economic
websites, with different characteristics and sizes by crawls. Its records chosen
randomly from among any of the records that available on the website.

e Data Integration: in this step, we will integrate data from multiple source data
sets into a coherent form.

e Spam ldentification Labeling: in this step, we will identify different types of
the spam in the integrated data set, and manually labeled each record with spam

and non-spam. We will explain different types of the spam in detail in
Chapter 4.
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e Preprocessing: in this step, we will apply a number of preprocessing techniques
to deal with noisy, missing, and inconsistent data. There are a number of
preprocessing techniques such as: cleaning, transformations, reduction,
tokenization, Arabic stopword removal, and light stemming [14]. We will
explain using preprocessing techniques for data features, text features and data-
text features in detail in Chapter 4.

e Processing Stage: to do this step, we implement the following sub-steps:

o Data mining classification experiments.
o Text mining classification experiments.

o Data-Text mining classification experiments.

Then we apply each previous step by more than one classification method.
The structure of our approach, training, testing, and extracting the results will
be explained in Chapter 5.

e Evaluate the Approach: in this step, we will analyze the obtained results and

justify the feasibility of our approach by comparing it with other approaches.

1.9 Thesis Structure

This thesis consists of six mainly chapters, which are structured around the objectives

of the research. The main points discussed throughout the chapters are listed below:

e Chapter 1 Introduction: It gives a short introduction about spam detection in
Arabic opinion reviews, the thesis problem and objectives.

e Chapter 2 Theoretical Foundation: It describes the theory needed for thesis
work, Knowledge Discovery in Databases (KDD) and its disciplines, namely:
Data Mining (DM) and Text Mining (TM), major kinds of classification
algorithms which are used in our research: Naive Bayes (NB), ID3, K-Nearest
Neighbor (K-NN) and Support Vector Machine (SVM), and imbalance class
distribution problem. In addition, this chapter describes details about opinion
mining and opinion spam detection.

e Chapter 3 Related Works: It presents other works related to the thesis.

e Chapter 4 An Approach for Detecting Spam in Arabic Opinion Reviews: It
includes the methodology steps and the architecture of the SDAOR. An

explanation about the data sets used in the experiments, identification data set
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label (spam and non-spam), preprocessing of these data sets, and the
experiment cases are included as well.

e Chapter 5 Experimental Results and Evaluation: It gives in detail about the
sets of experiments, and analyzes the experimental results. In addition, it gives
a discussion for each set experiment. Then, it produces some experiments to
comparison goals.

e Chapter 6 Conclusions and Future Work: It discusses the final conclusions

and presents possible future works.
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Chapter 2

Theoretical Foundation
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In this chapter, the fundamental concepts which represent the basis for understanding
of the thesis work are presented. First, the Knowledge Discovery in Databases (KDD) is
introduced, followed by Data Mining (DM), Data Classification (DC), Text Mining (TM),
Text Classification (TC), major kinds of classification algorithms, which are used in our
research: Naive Bayes (NB), ID3, K-Nearest Neighbor (K-NN) and Support Vector
Machine (SVM), the imbalance class distribution problem, and finally discusses opinion

mining and opinion spam detection.

2.1 Knowledge Discovery in Databases (KDD)

Knowledge Discovery in Databases (KDD) has become a popular area of research and
development in computer science [3]. The concept of knowledge discovery was first
introduced by Frawley et. al. in [25] as “knowledge discovery is the nontrivial extraction
of implicit, previously unknown, and potentially useful information from data”. The
current interest in KDD is fuelled by the large amount of available data for any particular
application-domain considered, such as bioinformatics, e-commerce, marketing and sales

financial investments, and geography it currently stored electronically [25].

KDD, with its goal of recognizing patterns within large volumes of data is a tool with
the potential to produce new unknown knowledge [14].

The KDD process is a series of interactive steps to achieve the goal of finding useful
knowledge from large amounts of raw data. The process is designed to be iterative: any
sequence of steps may be refined and re-executed several times [25]. Figure 2.1, illustrates
the main stages of the KDD process.

Once a data set is produced, data cleansing and pre-processing occur. The important
pre-requisite steps are performed such as removing noisy data, handling missing values
and outliers and data type correction, which may impact the performance and quality of the
final result [14] [25]. The next step in the process is data reduction, where a subset of the
overall data is selected based on its relevance to the data mining task. Data reduction is of
critical importance in speeding up mining algorithms to acceptable performance levels,
especially in cases where data may contain a large number of attributes, or the data set is in
the order of several million records [25] [29].

11
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After data cleansing and reduction, a data set is produced and ready to be mined,
and work can begin in choosing a data mining task, based on project goals. Also,
exploratory analysis of the data set can take place; this provides further insights on the
nature of the data, helps in determining the data mining tasks and provides early feedback
on collected data to business users. Any corrective action can take place by re-executing
earlier stages in the process. Finally, the data mining stage is executed, where data mining
algorithms are applied to the data set based on criteria determined on previous stages.
Then, the results are evaluated and interpreted, and it is likely that this will lead to several
iterations of the mining stage, so that algorithms can be fine-tuned and hypothesis can
be confirmed. Lastly, by reviewing the results of the data mining exercise with business
users, these can be used as new knowledge and acted upon in their relevant business
context [3] [14] [25] [29].

Interpretation/
Evaluation

Transformation

Processing

Knowledge

Pattern

|

|

|
Transformed !
Data |
|

|

|

|

Data

|

|

Processed |

Data !
|

Figure 2.1: Stages of the KDD Process [25].

The KDD Disciplines

Corresponding to the variety of data formats, KDD research can be divided into
different “disciplines”, i.e. data mining, text mining, graph mining, image mining, web

mining, and music mining [25].
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e Data Mining: this discipline encompasses generic techniques, generally
described in terms of data set like data, although often adaptable to other forms
of data [9]. Some of the work described in this thesis makes use of the
techniques espoused by this filed therefore we will further present it in
Section 2.2.

e Text Mining: this KDD discipline deals with various forms of electronic
textual data [26]. As text mining is central to the theme of this thesis a detailed
review is provided in Section 2.4.

e Graph Mining: this discipline specializes on mining data represented in the
form of graphs. Graph mining may be categorized into transaction graph
mining, which searches for patterns in sets of graphs, or single graph mining,
which looks for patterns within a single large graph [67].

e Image Mining: electronic images such as satellite images, medical images, and
digital photographs are the data to be manipulated in this research discipline.
Hsu et. al. in [26] classify into two types: (i) image mining that involves
domain-specific applications; and (ii) image mining that involves general
applications. Research topics include: satellite image (remote sensing) mining,
medical image mining, image classification, image clustering, and image
comparison [39].

e Web Mining: which concentrates on detecting hidden knowledge from web
like data. Three common types of web like data can be identified: web page
contents, web hyperlink structures, and users’ usage data (server logs). As a
consequence, research areas in web mining can be grouped into three
divisions/sections: content mining, structure mining, and usage mining. Web
content mining is closely related to text mining since web pages usually contain
a significant amount of text [14].

e Music Mining: electronic music such as MIDI, PCM and MP3 are the data
required by this research discipline. One research aspect is music genre
classification the automated assignment of “unseen” digital music records into

pre-defined musical genres [12].

In this thesis, only data mining and text mining will be used and hence further

considered.
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2.2 Data Mining (DM)

Data mining (DM) is an essential step in the process of knowledge discovery. It is the
process of extracting knowledge hidden from large volumes of raw data. The knowledge
must be new, not obvious, and one must be able to use it [34].

DM is “a multidisciplinary field, drawing work from areas including: database
technology, machine learning, statistics, pattern recognition, neural networks,
knowledge-based system, artificial intelligence, high performance computing, and data
visualization” [9]. DM techniques have been widely applied in bioinformatics, geography,
marketing and sales studies, e-commerce, and financial studies [20] [34].

The aim of data mining is to learn a model for the data. Data is the input information
to be mined or visualized. Different types of data sets possible, e.g. flat file data (attribute,
value), and spatial data (locations, value). Data mining techniques vary with the type of
a data set. The majority of data mining techniques work on flat file data. A flat file data
collection of instances of something and each instance is described using a finite set of
attributes [6] [20].

DM functionalities are used to specify the kind of patterns to be found in data mining
tasks. In general, data mining tasks can be classified into two categories: descriptive
mining and predictive mining. Descriptive mining tasks characterize the general properties
of the data in the database such as association rule and clustering. Predictive mining tasks
perform inference on the current data in order to make predictions such as classification,

prediction and outlier analysis [6] [34].

e Association rules: are if/then statements that help uncover relationships
between seemingly unrelated data in a relational database or other information
repository. It studies the frequency of items occurring together in transactional
databases, and based on a threshold called support, identifies the frequent item
sets. Another threshold, confidence, which is the conditional probability than an
item appears in a transaction when another item appears, is used to pinpoint
association rules. Association analysis is commonly used for market basket
analysis [34] [69].

o Classification: is the organization of data in given classes. Also, known as

supervised classification, the classification uses given class labels to order the
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objects in the data collection. Classification approaches normally use a training
set where all objects are already associated with known class labels. The
classification algorithm learns from the training set and builds a model. The
model is used to classify new objects [25] [69]. Data Classification is central to
the theme of this thesis and is, therefore, further discussed in Section 2.3.

¢ Prediction: has attracted considerable attention given the potential implications
of successful forecasting in a business context. There are two major types of
predictions: one can either try to predict some unavailable data values or
pending trends, or predict a class label for some data. Prediction is tied to
classification. Once a classification model is built based on a training set, the
class label of an object can be foreseen based on the attribute values of the
object and the attribute values of the classes. Prediction is, however, most often
referred to the forecast of missing numerical values, or increase/ decrease trends
in time-related data. The major idea is to use a large number of past values to
consider probable future values [63].

e Clustering: is a division of data into groups of similar objects. It is similar to
the classification. However, unlike classification, in clusters, class labels are
unknown and it is up to the clustering algorithm to discover acceptable classes.
Clustering is also called unsupervised classification because the classification is
not dictated by giving class labels. There are many clustering approaches all
based on the principle of maximizing the similarity between objects in a same
class (intra-class similarity) and minimizing the similarity between objects of
different classes (inter-class similarity) [34] [63].

e Outlier analysis: outliers are data elements that cannot be grouped in a given
class or cluster. Also known as exceptions or surprises, they are often very
important to identify. While outliers can be considered noise and discarded in
some applications, they can reveal important knowledge in other domains, and
thus can be very significant and their analysis valuable [9].

Since opinion mining can be seen as a classification problem where we can classify
opinion as non-spam or spam, in this thesis, only the data classification (more detailed

about the data classification will discuss in Section 2.3) will be considered.
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2.3 Data Classification (DC)

Data Classification/Categorization (DC) is a classic data mining task. The
classification is a supervised learning task that estimates the correct classes of objects [9].
In general, there is a two-step process for DC. In the first step; a classifier is built
describing a predetermined set of data classes or concepts. This is the learning step (or
training phase), where a classification algorithm builds the classifier by analyzing or
“learning from” a training set made up of database tuples and their associated class labels.
In the second step, the model is used for classification; the predictive accuracy of the
classifier is estimated using the training set to measure the accuracy of the classifier. The
accuracy of a classifier on a given test set is the percentage of test set tuples that are
correctly classified by the classifier. The associated class label of each test tuple is
compared with the learned classifier’s class prediction for that tuple. If the accuracy of the
classifier is considered acceptable, the classifier can be used to classify future data tuples
for which the class label is not known [20] [34].

2.4 Text Mining (TM)

Text mining (TM), sometimes alternately referred to as text data mining, - an
increasingly important field of research in KDD - applies data mining techniques to textual
data collections, and “aims at disclosing the concealed information by means of methods
which on the one hand are able to cope with the large number of words and structures in
natural language and on the other hand allow to handle vagueness, uncertainty and
fuzziness” [26] [38].

TM usually involves the process of structuring the input text (usually parsing, along
with the addition of some derived linguistic features and the removal of others, and
subsequent insertion into a database), deriving patterns within the structured data, and

finally evaluation and interpretation of the output [25].

Typical textual data include natural language speeches (e.g. dialogues,
argumentations), text files (e.g. magazine articles, academic papers), and web documents
(e.g. web news, e-mails). In text mining, a given textual data collection is commonly
refined in document based fashion. A document based (i.e. a set of electronic documents)

usually consists of thousands of documents [26].
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For mining large document based it is necessary to pre-process the text documents and
store the information in a data structure, which is more appropriate for further processing
than a plain text file. Even though, meanwhile several methods exist that try to exploit also
the syntactic structure and semantics of text, most TM approaches are based on the idea
that a text document can be represented by a set of words, i.e. a text document is described
based on the set of words contained in it [26] [38].

TM can be specified in a number of sub tasks - components of a larger text-mining
effort - typically include: text classification (more detailed about text classification
will discuss in Section 2.5), text clustering, document summarization, and opinion
mining [34] [53].

2.5 Text Classification (TC)

Text Classification/Categorization (TC) is the task of assigning one or more
predefined categories of natural language text documents, based on their contents. This
task that falls at the crossroads of Information Retrieval (IR) and Machine Learning (ML),
has witnessed a booming interest in the last ten years from researchers and developers
alike [26] [38].

TC can provide conceptual views of document collections and has important
applications in the real world. For example, news stories are typically organized by subject
categories (topics) or geographical codes; academic papers are often classified by technical
domains and sub-domains; patient reports in healthcare organizations are often indexed
from multiple aspects, sorting of files into folder hierarchies, topic identifications, dynamic
task-based interests, automatic meta-data organization, text filtering and documents
organization for databases and web pages [20] [26] [34]. Another widespread application
of text categorization is spam filtering, where email messages are classified into the two
categories spam and non-spam [26] [34].

2.6 Classifiers

In this section we describe major kinds of classification algorithms which are used in
our research: Naive Bayes (NB), ID3, K-Nearest Neighbor (K-NN) and Support Vector
Machine (SVM).
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2.6.1 Naive Bayes (NB) Classifier

Bayesian classifiers are statistical classifiers based on Bayes theorem. They can

predict class membership probabilities, such as the probability that a given tuple belongs to

a particular class [34].

A NB classifier assumes that the effect of an attribute value of a given class is

independent of the values of the other attributes. This assumption is called class

conditional independence. The NB classifier, works as follows [34] [63]:

Let D be training set of tuples and their associated class labels. As usual, each
tuple is represented by a n-dimensional attribute vector, X = (X1, X2y....Xp), N
measurements made on the tuple from n attribute, respectively, A1,Az,..., An.

Assume that there are m classes, C4, Co,..., Cn. Given a tuple, X, the classifier
will predict that X belongs to the class having the highest probability,
conditioned on X. That is, the NB classifier predicts that tuple X belongs to the

class C;j if and only if

P(CiIX) > P(Gj|X) for1<j<m,j#i......21

Thus we maximize P(Ci|X). The class C; for which P(Cj|X) is the
maximized is called the maximum posteriori hypothesis. By Bayes’ theorem

(Equation 2.2),

PX|C)P(C))

P(GIx) = T

........................ 2.2

As P(X) is constant for all classes, only P(X|C;) P(C;) needs maximized. If the
class prior probabilities are not known, then it is commonly assumed that the
classes are equal.

Based on the assumption is that attributes are conditionally independent (no

dependence relation between attributes), P(X|C;) using Equation 2.3.
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P(X|C) = TTPoy P(XIC) oo, 2.3

Equation 2.3 reduces the computation cost, only counts the class
distribution. If Ay is categorical, P(Xk|C;) is the number of tuples in C; having
value xx for Ag divided by |C;, D| (humber of tuples of C; in D). And if Ak is
continuous-valued, P(xk|C;) is usually computed based on a Gaussian
distribution with a mean p and standard deviation ¢ and P(X|C;) is

P(chl) = g(Xk, Hc;» Gci) ............................. 2.4
1 &w?
g(xk, uci,oci) = Z=¢ 207 i, 2.5

Where [ is the mean and o? is the variance. If an attribute value doesn’t
occur with every class value, the probability will be zero, and a posteriori

probability will also be zero.

NB classifier is fast, accurate, simple, and easy to implement, thus chosen to be one
of the classifiers in this case. It is based on a simplistic assumption in real life and is only
valid to multiply probabilities when the events are independent. Despite its naive nature,
NB classifier actually works well on actual data sets [34]. It is chosen to be used in this

thesis.

2.6.2 1D3 Classifier

ID3 is a decision tree classifier, where "ID" stands for "Interactive Dichotomizer"
and "3" stand for "version 3" is a rooted tree containing nodes and edges. Each internal
node is a test node and corresponds to an attribute. The edges going out of a node
correspond to the possible values of that attribute. The ID3 algorithm works as follows.
The tree is constructed top-down in a recursive fashion. At the root, each attribute is tested
to determine how well it alone classifies the samples. The "best" attribute is then chosen
and the samples are partitioned according to this attribute. The ID3 algorithm is then
recursively called for each child of this node, using the corresponding subset of
data [14] [20]. The ID3 algorithm, works as shows in Figure 2.2, given a set of
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non-categorical attributes C1, C2, .., Cn, the categorical attributes C, and a training set T
of records.

function ID3 (R: a set of non-categorical attributes,
C: the categorical attribute,
5: a training =set) returns a decision tree;
begin

If 5 i= empty, return a single node with value Failure;

If 5 consists of records all with the same walue for
the categorical attribute,
return a single node with that wvalue;

If R i= empty, then return a single node with as wvalue
the most frequent of the wvalues of the categorical attribute
that are found in records of 5; [note that then there
will be errors, that is, records that will be improperly
classified];

Let D be the attribute with largest Gain (D, 5)
among attributes in R;

Let {dj| j=1,2, .., m} be the wvalues of attribute D;

Let {53 j=1,2, .., m} be the subsets of 5 consisting
respectively of records with wvalue dj for attribute D;

REeturn a tree with root labeled D and arcs labeled
dl, d2, .., dm going respectively to the trees

Ip3{k-{D}, C, 51), ID3{(R-{D}, C, 52}, .., IDZ(R-{D}, C, Em):;
end ID3;

Figure 2.2: The ID3 Algorithm [20].

ID3 trees are a classic way to represent information from a machine learning
algorithm, and offer a fast and powerful way to express structures in data. ID3 trees require
little data preparation and are easy to understand and interpret. It uses a white box model,
which contrasts to a black box model such as artificial neural network, meaning that the
explanation for the condition is easily explained by Boolean logic [14] [20]. It is also

chosen to be used in this thesis.

2.6.3 K-Nearest Neighbor (K-NN) Classifier

K-Nearest Neighbor (K-NN) algorithm is one of the supervised learning algorithms
that have been used in many applications in the field of data mining, statistical pattern
recognition and many others. It follows a method for classifying objects based on closest

training examples in the feature space [9].
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An object is classified by a majority of its neighbors. K is always a positive integer.
The neighbors are selected from a set of objects for which the correct classification is
known. The K-NN algorithm is as follows [9] [14]:

1. Determine the parameter K i.e., the number of nearest neighbors
beforehand.

2. The distance between the query-instance and all the training samples is
calculated using Euclidean distance. Euclidean distance between two points,

X = (X1, X25ee..Xp) @nd Y = (Y1, Yo,....¥n) iS:

AX,Y) = VI G = Vi) 2.6

3. Distances for all the training samples are sorted and nearest neighbor based
on the K-th minimum distance is determined.

4. Since the K-NN is supervised learning, get all the categories of your
training data for the sorted value which fall under K.

5. The predicted value is measured by using the majority of nearest neighbors.

K-NN works well even when there are some missing data. K-NN is good at
specified which predictions have low confidence. It has some strong consistent results. As
the amount of data approaches infinity, the algorithm is guaranteed to yield an error rate no
worse than twice the Bayes error rate (the minimum achievable error rate given the
distribution of the data) [16].

2.6.4 Support Vector Machine (SVM) Classifier

A support vector machine (SVM) is a set of related supervised learning methods
used for classification and regression. In simple words, given a set of training examples,
each marked as belonging to one of two categories, the SVM training algorithm builds a
model that predicts whether a new example falls into one category or the other. Intuitively,
SVM model is a representation of the examples as points in space, mapped so that the
examples of the separate categories are divided by a clear gap that is as wide as possible.
New examples are then mapped into that same space and predicted to belong to a category
based on which side of the gap they fall on [18] [28] [34].
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More formally, SVM constructs a hyperplane or a set of hyperplanes in a high
dimensional space, which can be used for classification, regression or other tasks.
Intuitively, a good separation is achieved by the hyperplane that has the largest distance to
the nearest training data points of any class (so-called functional margin), since in general

the larger the margin the lower the generalization error of the classifier [18] [28] [34].

Currently, SVM is widely used in object detection and recognition, content-based
image retrieval, text recognition, biometrics, speech recognition, speaker identification,
benchmarking time-series prediction tests. Using SVM in text classification is proposed
by [47], and subsequently used in [19] [37].

Equation 2.7 is dot product formula and used for the output of linear SVM, where x
is a feature vector of classification documents composed of words, w is the weight of

corresponding X, and b is a bias parameter determined by training process.

The following summarizes SVM steps:

1. Map the data to a predetermined very high-dimensional space via a kernel
function.

2. Find the hyperplane that maximizes the margin between the two classes.

3. If data are not separable find the hyperplane that maximizes the margin and

minimizes the (a weighted average of the) misclassifications.

SVM can be used for both linear and nonlinear data. It uses a nonlinear mapping to
transform the original training data into a higher dimension. With the new dimension, it
searches for the linear optimal separating hyperplane (i.e., "decision boundary™). With an
appropriate nonlinear mapping to a sufficiently high dimension, data from two classes can
always be separated by a hyperplane. SVM finds this hyperplane using support vectors
("essential” training tuples) and margins (defined by the support vectors). Figure 2.3 shows

support vectors and how margins are maximized [18] [28] [34].
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Figure 2.3: Support Vectors [18].

SVM s effective for high dimensional data because the complexity of trained
classifier is characterized by the number of support vectors rather than the dimensionality
of the data, the support vectors are the essential or critical training examples, they lie
closest to the decision boundary, if all other training examples are removed and the
training is repeated, the same separating hyperplane would be found. The number of
support vectors found can be used to compute an (upper) bound on the expected error rate
of the SVM classifier, which is independent of the data dimensionality. Thus, an SVM
with a small number of support vectors can have good generalization, even when the
dimensionality of the data is high [11] [18] [28] [34].

SVM classifiers have been considered state-of-the-art for sentiment classification
by many research papers [9] [47] [59]. Practical real-world modelers have found that SVM
have performed well when other classifiers did poorly. SVM classifiers have been widely
used in text classification tasks with unbalanced training. It is also chosen to be used in this

thesis.

2.7 Imbalance Class Distribution Problem

The classification techniques usually assume a balanced class distribution (i.e. their
data in the class are equally distributed). Usually, a classifier performs well when the
classification technique is applied to a data set evenly distributed among different classes.
But many real applications face the imbalanced class distribution problem. In this situation,
the classification task imposes difficulties when the classes present in the training data are

imbalanced [8].
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The imbalanced class distribution problem occurs when one class is represented by a
large number of examples (majority class) while the other is represented by only a few
(minority class). In this case, a classifier usually tends to predict that samples have the
majority class and completely ignore the minority class. This is known as the class
imbalance problem [13] [31]. Figure 2.4 illustrates the idea of the class imbalance problem
where a minority class is represented by only 1% of the training data and 99% for majority

class.

Classification
Accuracy

Positive examples —
Tmportant 99 %) 100%

Overall Accuracy: 99%
class

L . Negative examples(1%)| ——
.................. 0%

Figure 2.4: The Illustrated of Class Imbalance Problems [13].

Unfortunately, this problem is very pervasive in many domains. For example, with
text classification tasks whose training sets typically contain many fewer documents of
interest to the reader than on irrelevant topics. Other domains suffering from class
imbalances include target detection, fault detection, or credit card fraud detection
problems, disease diagnosis, bioinformatics, oil-spill detection and many other areas,

which contain much fewer instances of the event of interest than of irrelevant events [25].

Class imbalanced presents several difficulties in learning, including imbalances in
class distribution, lack of data and concept complexity. There are many techniques to
handle imbalanced in class distribution, sampling technique are famous once. Sampling

technique is applied to balance class distribution [21].

Sampling Techniques

A popular way to deal with the class imbalance problem is sampling. Sampling
methods modify the distributions of the majority and minority class in the training data set
to obtain a more balanced number of instances in each class [8]. To minimize class
imbalance in training data, there are two basic methods, under-sampling and over-

sampling.
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e Under-Sampling: it removes data from the original data set by randomly select
a set of majority class examples and then remove this sample [31]. Hence, an
under-sample approach is aimed to decrease the skewed distribution of majority
class and minority class by lowering the size of majority class [68]. Under-
Sampling is suitable for large application where the number of majority
samples is very large and lessening the training instances reduces the training
time and storage [8] [40].

it
4 [

Imbalanced dataset Balanced dataset

Figure 2.5: The Distribution of Samples Before and After
Applying Under-Sample Approach [13].

Figure 2.5 illustrates the distribution of samples in a data set before and after
applying under-sample approach. For example, from the Figure 2.5 we find the
circle is represented minority class which has two instances. So, for this reason
we take randomly only two instances from other shapes which are represented
majority classes in this case. The drawback of this technique is that there does
not exist a control to remove patterns of the majority class, thus it can discard
data potentially important for the classification process [32], which degrade

classifier performance.

e Over-Sampling: it is a method to add a set of sampled from the minority class
by randomly select minority class examples and then replicating the selected
examples and adding them to the data set [31]. It is different from under-sample
approach so there is no information is lost, all instances are employed.
However, the major problem of this technique leads to a higher computational
cost [21] [40].
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Figure 2.6: The Distribution of Samples Before and After
Applying Over-Sample Approach [10].

Figure 2.6 illustrates the distribution of samples in a data set before and after
applying over-sample approach. For example, from the Figure 2.6 we find the
circle is represented majority class which has twelve instances. So, for this
reason we replicate instances from other shapes which are represented minority

classes until they reach to twelve instances approximately in this case.

2.8 Opinion Mining

As discussed in Section 1.1, opinion mining is the field of study that analyzes people’s
opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards entities such
as products, services, organizations, individuals, issues, events, topics, and their
attributes [14].

Opinion mining discovers opinionated knowledge at different levels such as at word,

sentence or document level.

e Word Level: opinion mining at word level is a task of determining positive or
negative sentiment of certain word in certain contexts or domain. Words that
encode a desirable state (e.g., "Jbe" (excellent)) have a positive orientation,
while words that represent an undesirable state have a negative orientation
(e.g.,"~" (bad)). To apply opinion mining, researchers have compiled sets of
words and phrases for adjectives, adverbs, verbs, and nouns. Such lists are
collectively called the opinion lexicon [65].

e Sentence Level: opinion mining at sentence level classifies each sentence as

expressing a positive or a negative opinion. It is an action that can be associated
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with two tasks. Initial work is to identify whether the sentence is subjective
(opinionated) or objective. The second task is to classify a subjective sentence
and determine if it is positive, negative or neutral. Two approaches can be used
to my opinions at sentence level. Either based on word level or using sentence
structure [1].

e Document Level: document opinion analysis is about classifying the overall
sentiments expressed by the authors in the entire document text. The task is to
determine whether a document is positive, negative or neutral about a certain
object [57]. Document level polarity categorization attempts to classify

sentiments in movie reviews, news articles, or web forum postings.

For mining large document collections it is necessary to pre-process the text
documents and store the information in a data structure, which is more appropriate for
further processing than a plain text file. Most text mining approaches are based on the idea
that a text document can be represented by a set of words. In order to obtain all words that
are used in a given text, a tokenization process is required, i.e. a text document is split into
a stream of words by removing all punctuation marks and by replacing tabs and other non-
text characters with single white spaces. This tokenized representation is then used for
further processing. The set of different words obtained by merging all text documents of a

collection is called the dictionary of a document collection [38].

In order to reduce the size of the dictionary and thus the dimensionality of the
description of documents within the collection, the set of words describing the documents

can be reduced by filtering and lemmatization or stemming methods [38] [52].

e Filtering Methods: remove words from the dictionary and thus from the
documents. A standard filtering method is stopword filtering. The idea of
stopword filtering is to remove words that bear little or no content information,
like articles, conjunctions, prepositions, etc. [38].

e Lemmatization Methods: try to map verb forms to the infinite tense and nouns
to the singular form. However, in order to achieve this, the word form has to be
known, i.e. the part of speech of every word in the text document has to be
assigned. Since this tagging process is usually quite time-consuming and still

error-prone, in practice frequently stemming methods are applied [38].
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e Stemming Methods: try to build the basic forms of words. A stem is a natural
group of words with equal (or very similar) meaning. The stemming algorithm
IS a computational process that gathers all words that share the same stem and
has some semantic relation [60]. The main objective of the stemming process is
to remove all possible affixes and thus reduce the word to its stem. After the
stemming process, every word is represented by its stem [38] [52]. Stemming is
needed in many applications such as natural language processing, compression
of data, and information retrieval systems. Many stemmers have been
developed for English and other European languages. These stemmers mostly
deal with the removal of suffixes as this is sufficient for most information
retrieval purposes. Some of the most widely known stemmers for English are
Lovins [57] and Porter [61] stemming algorithms. Most Arabic language
stemming approaches fall into three classes: root based stemming, light
stemming and statistical stemming [57] [60]. Root-Based stemmers use
morphological analysis to extract the root of a given Arabic word. Light
stemming refers to the process of stripping off a small set of prefixes and/or
suffixes without trying to deal with infixes or recognize patterns and find roots.
Statistical stemmers attempt to group words variances using clustering

techniques [57].

Opinion mining faced some of the challenges which may provide more lively interest
to the researchers to further carry out in this area. They are: opinion spam detection,
dealing of colloquial terms, and feature extraction. In this research, we discuss an opinion

spam detection problem.

2.9 Opinion Spam Detection

Opinions of e-commerce websites are increasingly used by individuals and
organizations for making purchase decisions and for marketing and product design.
Positive opinions often mean profits and fames for businesses and individuals, which,
unfortunately, give strong incentives for people to game the system by posting spam
opinions or reviews to promote or to discredit some target products, services,
organizations, individuals, and even ideas without disclosing their true intentions, or the
person or organization that they are secretly working for. Such individuals are called

opinion spammers and their activities are called opinion spamming [5] [55].
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Opinion spamming about e-commerce issues can even be frightening as they can warp
opinions and highly negative impact about a particular product. It is safe to say that as
opinions on e-commerce websites are increasingly used in practice, opinion spamming will
become more and more rampant and also sophisticated, which presents a major challenge
for their detection. However, they must be detected in order to ensure that the e-commerce
websites continues to be a trusted source of public opinions, rather than being full of fake

opinions, lies, and deceptions [56].

Spam detection in general has been studied in many fields. Web spam and email spam
are the two most widely studied types of spam [45]. Opinion spam is, however, very
different. There are two main types of Web spam, i.e., link spam and content spam. Link
spam is spam on hyperlinks, which hardly exist in reviews. Although advertising links are
common in other forms of social media, they are relatively easy to detect. Content spam
adds popular (but irrelevant) words on target Web pages in order to fool search engines to
make them relevant to many search queries, but this hardly occurs in opinion
postings [45] [72]. Email spam refers to unsolicited advertisements, which are also rare in

online opinions [45] [71].

The ultimate goal of this research is to develop an approach that detects spam in
Arabic opinion reviews. Detecting spam in Arabic opinion reviews can be formulated as a

classification problem with two classes, spam and non-spam.

2.9.1 Type of Spam and Spamming

Three types of spam reviews were identified in [44] [56]:

1. Type 1 (untruthful opinions): these are spam reviews that are written not
based on the reviewers' genuine experiences of using the products or
services, but are written with hidden motives. They often contain
undeserving positive opinions about some target entities (products or
services) in order to promote the entities and/or unjust or false negative
opinions about some other entities in order to damage their reputations.

2. Type 2 (reviews about brands only): these reviews do not comment on
the specific products or services that they are supposed to review, but only

comment on the brands or the manufacturers of the products. Although they
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may be genuine, they are considered as spam as they are not targeted at the
specific products and are often biased.

3. Type 3 (non-reviews): these are not reviews, which have two main sub-
types: (1) advertisements and (2) other irrelevant reviews containing no

opinions (e.g., questions, answers, and random text).

Spam reviews may be written by many types of people, e.g., friends and family,
company employees, competitors, businesses that provide spam review writing services,
and even genuine customers (some businesses give discounts and even full refund to some
of their customers on the condition that the customers write positive reviews for
them) [17] [44] [56].

In general, a spammer may work individually, or knowingly or unknowingly work

as a member of a group (these activities are often highly secretive) [17] [56].

1. Individual spammers: in this case, a spammer, who does not work with
anyone else, writes reviews. The spammer may register at the review site as
a single user, or as many fake users using different user-IDs. He/she can
also register at multiple review sites and write spam reviews.

2. Group spammers: there are two main sub-cases [4] [5].

o A group of spammers (persons) works in collusion to promote a
target entity and/or to damage the reputation of another. The
individual spammers in the group may or may not know each other.

o A single person registers multiple user-IDs and spam using these
user-IDs. These multiple user-IDs behave just like a group in

collusion.

Group spamming is highly damaging due to the sheer number of members in a
group, it can take total control of the sentiment on a product and completely mislead

potential customers, especially at the beginning of a product launch [4] [5] [17] [56].

2.9.2 Types of Data, Features and Detection

Three main types of data have been used for review spam detection [45] [56]:

1. Review Content: the actual text content of each review. From the content,
we can extract linguistic features such as word and POS n-grams and other

syntactic and semantic clues for deceptions and lies. However, linguistic
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features may not be enough because one can fairly easily craft a spam
review that is just like a genuine one.

2. Meta-data about each Reviewer: the data such as the star rating, user-1D
of the reviewer, the time when the review was posted, the host IP address,
MAC address of the reviewer's computer, and the geo-location of the
reviewer.

3. Product Information: information about the entity being reviewed, e.g.,

the product description and sales volume/rank.

These types of data have been used to produce many spam features. One can also
classify the data into public data and site private data. By public data, we mean the data
displayed on the review pages of the hosting site, e.g., the review content, the reviewer’s
user-1D and the time when the review was posted. By private data, we mean the data that
the site collects, but is not displayed on their review pages for public viewing, e.g., the IP

address and MAC address from the reviewer’s computer, and the cookie information [56].

2.10 Summary

This chapter gave an overview of basic theoretical foundation about Knowledge
Discovery in Databases (KDD), Data Mining (DM), and Data Classification (DC). Then, it
introduced Text Mining (TM), and Text Classification (TC). In addition, it described major
kinds of classification algorithms, which are used in our research: Naive Bayes (NB), ID3,
K-Nearest Neighbor (K-NN) and Support Vector Machine (SVM). Then, it discussed the
imbalance class distribution problem and major existing techniques related to this problem.
Finally, it discussed opinion mining and opinion spam detection. The next chapter will

review the related work that was done for detecting spam in non-Arabic opinion reviews.
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In this chapter, different related works are studied and investigated. The related works
are introduced and analyzed for detecting spam in non-Arabic opinion reviews because in
Arabic language, there is still no published work in this area. Parts of the related works can
be a basis for solving the thesis problem, but no one can present a complete solution. The
related works presented addressed the area of detecting spam in non-Arabic opinion

reviews.

In the next section, we focus on detecting individual spam reviews and reviewers, in
Section 3.2, we discuss the detection of spammer groups and in Section 3.3, we discuss the

detecting spam in Chinese opinion mining.

3.1 Detecting Individual Review Spam

Several detecting individual review spam algorithms have been proposed and

evaluated in various ways.

A preliminary study was reported by Jindal et. al. in [44]. A more in-depth
investigation was given by Jindal et. al. in [45]. Their study based on 5.8 million reviews,
and 2.14 million reviewers crawled from amazon.com. They discovered that spam
activities are widespread. For example, they found a large number of duplicates and near-
duplicate reviews written by the same reviewers on different products or by different
reviewers (possibly different user-IDs of the same persons) on the same products or
different products. They employed three sets of features about reviews, reviewers, and
products. They also identified three categories of spams: spam reviews (also called
untruthful opinions), reviews on brand only, and non-reviews. Based on the features and
the training data, they used a logistic regression model to detect spam reviews. The method
is evaluated using the area under the curve. In general, the area under the curve does not
exceed 78%, which are considering not high. Also, they did not apply more than one
classifier for classification, and their approach relies heavily on text similarity; therefore, it

is only good for certain types of spamming activities, i.e., duplicated review spamming.

Huang et. al. in [42] was attempting to identify fake reviews. In their case, a
manually labeled fake review corpus was built from Epinions reviews. In Epinion after a
review is posted, users can evaluate the review by giving it a helpfulness score. They can
also write comments about the reviews. The authors manually labeled a set of fake and

non-fake reviews by reading the reviews and the comments. For learning, several types of
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features were proposed, which are similar to those in [45] with some additions, e.g.,
subjective and objectivity features, positive and negative features, reviewer's profile,
authority score computed using PageRank. They tried several supervised methods,
including SVM, Logistic Regression, and NB to detect spam reviews. In general, their
experiments showed that NB achieved promising results comparing with other supervised
methods. Also, the F-Score term does not exceed 58.30%, which are considered low.

Ott et. al. in [59], in their case, fake hotel reviews were built from 20 most popular
Chicago hotels. They tried several classification approaches, which have been used in
related tasks such as genre identification, psycholinguistic deception detection, and text
classification. All these tasks have some existing features proposed by researchers. Their
experiments showed that combined classifier with both n-gram and psychological

deception features achieves best results nearly 90% cross-validated accuracy.

Jindal et. al. in [46], in their case, fake reviews gathered from Amazon. They
identified several unusual reviewer behavior models based on different review patterns that
suggest spamming. Each model assigns a numeric spamming behavior score to a reviewer
by measuring the extent to which the reviewer practices spamming behavior of the type.
All the scores are then combined to produce the final spam score. Thus, this method
focuses on finding spammers rather than fake reviews. The spamming behavior models

are:

e Targeting products: to game an online review system, it is hypothesized that a
spammer will direct most of his efforts on promoting or victimizing a few
products, which are collectively called the targeted products. They are expected
to monitor the targeted products closely and mitigate the ratings by writing
spam reviews when the time is appropriate.

e Targeting groups: the spam behavior model defines the pattern of spammers
manipulating ratings of a set of products sharing some attribute(s) within a short
span of time.

e General rating deviation: a genuine reviewer is expected to give rating to other
raters of the same product. As spammers attempt to promote or demote some
products, their rating typically deviates a great deal from those of other

reviewers.
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e Early rating deviation: early deviation captures the behavior of a spammer
contributing a spam review soon after product launch. Such reviews are likely
to attract attention from other reviewers, allowing spammers to affect the views

of subsequent reviewers.

Based on the labeled spammers which labeled by the evaluators, they used Linear
Regression model. Their results showed that proposed ranking and supervised methods are
effective in discovering spammers and outperform other baseline method based on

helpfulness votes alone.

Cunningham et. al. in [15], in their case, fake hotel reviews were built from Irish
hotels on TripAdvisor. They proposed an unsupervised method to detect spam reviews
based on a distortion algorithm based on the ranking of products. Their idea is that spam
reviews may distort product ranking more than randomly chosen reviews. Their results
showed that the distortion algorithm is effective, but restricted to the situation where the

ranking of products is available, which cannot be applied to general review data sets.

Algur et. al. in [2], in their case, fake reviews were built from digital camera product.
They proposed a technique called shingle technique, which uses descriptive features of
reviews for detecting spam reviews from non-spam ones. Their proposed technique

involves the following steps:

e Review Data Store: where review regions in web sites are detected by review
region extractor and then individual reviews are extracted using the review
extractor.

e Shingling Technique: in this step, firstly, pre-processing is done on reviews in
order to remove some extra characters such as punctuations. Features of
previously extracted reviews were then extracted. By creating all possible
combinations with “W” numbers of these extracted features (W is determined
by users), shingles of size “W” are created for each review. Finally, similarity
of each pair of reviews is calculated. Reviews are then classified as spam and

non-spam based on the returned value.

Their results showed that shingling technique obtained accuracy values of 83.54%.
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3.2 Detecting Group Review Spam

The previous works focus on catching individual spammers; however, it is not
applicable to the general case of discovering spammers group. In this section, we discuss
detecting group review spam approach.

Glance et. al. in [29], in their case, fake reviews gathered from Amazon reviewers and
their reviews. They proposed a method to detect spammer groups. Their method first uses a
frequent item set mining method to find a set of candidate groups. Then, they use several
behavioral models derived from the collusion phenomenon among fake reviewers and
relation models (called GSRank) based on the relationships among groups. Their results
showed that ranking is effective, and they reflect people’s perceptions of spam and non-
spam, and achieve 80% Kappa scores. Also, their method focused on catching spammer

groups, and is not applicable to the general case of discovering individual spammers.

3.3 Detecting Spam in Chinese Opinion Mining

The above-mentioned works focus on detection spam reviews written in the English.

In this section, we discuss detection written in Chinese product reviews.

Liu et. al. in [50], in their case, approximately 600 reviews (300 normal reviews and
300 spam reviews) gained from four online shopping websites, namely Amazon, IT 168,
Jingdog online shop, and Zhongguancun online. The product type involves phone of three
different brands of Nokia, Samsung, and Motorola. They proposed technique used four
important features based on questions and hyperlinks are used to characterize reviews, then
they detect them by Logistic Regression model. The proposed technique involves the
following steps: firstly, 2-gram model is proposed to characterize reviews with the
consideration of the word order, and then the Katz smoothing method is applied to
smoothing the model. Finally, KL divergence is applied to detect the untruthful reviews.
Their experiments showed the effectiveness of detecting the spam in the field of Chinese
product reviews, and achieved the best results nearly 87% accuracy values. Their method,
however, unable on finding new spam reviews timely, and continuing to expand date

collections and perfect distinguishing effect.
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3.4 Summary

From the previous works, we can conclude that few works proposed detecting spam in
non-Arabic opinion reviews. This means that opinion spam detection is still in its early
stage. In Arabic language, there is still no published work in this area. We preferred to
work at the detecting spam in Arabic opinion reviews because it is a new area and try to
solve one of the challenging problems in opinion mining [27]. The next chapter will
present an approach for detecting spam in Arabic opinion reviews.
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Chapter 4

An Approach for Detecting Spam in
rabic Opinion Reviews
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In this chapter, we explain our proposed Spam Detection in Arabic Opinion Reviews
(SDAOR) approach which we followed in this research. This chapter organized into eight
sections. Section 4.1, presents general view of our proposed approach. Section 4.2, will
give a description of the collecting various data sets for designing experimental data.
Section 4.3, performs integrated data sets from multiple sources into a coherent form to get
better input data for data mining techniques. Section 4.4, perform identification of the
spam review label. Section 4.5, presents preprocessing steps. Section 4.6, presents
processing stage. Section 4.7, applies the approach by using data mining method.

Section 4.8, evaluates the approach using accuracy and F-measure.

To implement and evaluate this approach, various steps have to be performed. The

main required steps are shown in Figure 4.1 and stated below:

e Data Acquisition: from online Arabic economic websites, including

tripadvisor.com.eq, booking.com, and agoda.ae with different characteristics

and sizes by crawls.

e Data Integration: from multiple sources which are: TripAdvisor dataset,
Booking dataset and Agoda dataset into a coherent form which is: TBA dataset
to get better input data for data mining techniques.

e Spam ldentification Labeling: different types of the spam will be identified
after integration of TBA dataset, and manually labeled each record with spam
and non-spam.

e Preprocessing: we apply a number of preprocessing techniques to deal with
noisy, missing, inconsistent data, Arabic stopword removal, and light
stemming.

e Processing Stage: the processing stage will be implemented based on the
following steps:

o Data mining classification experiments.
o Text mining classification experiments.

o Data-Text mining classification experiments.

Then we applied each previous step by using classification algorithms:
Naive Bayes (NB), ID3, K-Nearest Neighbor (K-NN) and Support Vector
Machine (SVM) as multi classification.
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e Evaluate the Approach: to evaluate the classification performance of our
approach, we use accuracy and F-measure.
e Comparing Phase: we apply two comparisons:
o Compare performance before using our proposed approach and after
using it.
o Compare performance between our proposed approach and other
published work, which has been used for detecting spam in non-Arabic

opinion reviews.

Data Acquisition i Identification

Labeling

Evaluate

. Processing Stage . Preprocessing

theapproach

Comparing
Phase

Figure 4.1: Methodology Steps [25].

4.1 Spam Detection in Arabic Opinion Reviews (SDAOR) Approach

The main objective of this research is to develop a SDAOR approach which, is to
detect spam review in Arabic opinion reviews that can be valid for the economic domain in
an efficient way with high accuracy and F-measure. To achieve this, we used a
combination of review content feature, meta-data about each reviewer features, and hotel
information features in one mining classification experiment that means combining

methods from data mining and text mining. In addition, we try to overcome the drawbacks
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of the class imbalance problem by using an over-sample approach (more about an over-
sample approach in Section 2.7).

4.2 Data Acquisition

Since there are no publicly available Arabic opinion data set to test the effectiveness
of our classifiers and to evaluate the effectiveness of the proposed approach, we have built
an in-house data set of spam reviews and reviewers using human collected from online

Arabic economic websites, including tripadvisor.com.eg, booking.com, and agoda.ae with

different characteristics and sizes by crawls. We randomly collected and selected from
among any of the records available from June 2007 to October 2012. Table 4.1 presents,

general information about these three data sets.

Table 4.1: General Information about Data Sets.

Data sets # instance # Attribute
TripAdvisor 718 29
Booking 1408 17
Agoda 722 15

4.2.1 TripAdvisor Dataset
TripAdvisor offers over 100,000 hotels in 30 countries. The TripAdvisor database
contains over 75 million reviews and opinions from travelers. Its data set that was taken

manually from the tripadvisor.com.eq website, which consists of 718 records chosen

randomly from among any of the records available in the its database and 29 attributes that
available in its database. Table 4.2 presents, the attributes and their description of the

TripAdvisor dataset.
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Table 4.2: TripAdvisor Dataset Description.

Attribute Description
reviewerUseName The user name of the reviewer.
reviewerAge The age of the reviewer.
reviewerGender The gender of the reviewer.
reviewerState The state of the reviewer.
reviewerType The type of the reviewer.
aboutReviewer The information about the reviewer.
reviewerTravelStyle The travel style of the reviewer.

whenTraveling,Reviewer | When the reviewer travels?
reviewerUsuallyTravelFor | The reviewer usually travels forward.
reviewerTravelWith The reviewer travel with.
reviewerReviewsNumber | The number reviews of the reviewer.

hotelName The name of the hotel.

hotelState The state of the hotel.

hotelPrice The price of the hotel.
hotelReviewsNumber The number reviews of the hotel.
hotelRate The rate of the hotel.

reviewBody The body of the review.

reviewRate The reviewer rate of the review.
valuRates The reviewer rate of the hotel value.
roomsRate The reviewer rate of the hotel rooms.
locationRate The reviewer rate of the hotel location.
cleanlinessRate The reviewer rate of the hotel cleanliness.
sleepQualityRate The reviewer rate of the hotel sleeps quality.
serviceRate The reviewer rate of the hotel service.
reviewDate The date of the review.

reviewsBy The review source.

stayingDate The reviewer staying the date.

tripType The type of the trip.

isHelpful The review is helpful.

4.2.2 Booking Dataset
Booking offers over 247,432 hotels in 177 countries. The Booking database

contains reviews and opinions in 41 languages from travelers. Its data set that was taken
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manually from the booking.com website, which consists of 1408 records chosen randomly

from among any of the records available in the its database and 17 attributes that available

in its database. Table 4.3 presents, the attributes and their description of the Booking

dataset.

Table 4.3: Booking Dataset Description.

Attribute

Description

reviewerName
reviewerLocation
hotelName
hotelLocation
hotelReviewsNumber
cleanlinessHotelRate
comfortHotelRate
locationHotelRate
serviceHotelRate
staffHotelRate
valueHotelRate

The name of the reviewer.
The location of the reviewer.
The name of the hotel.

The location of the hotel.

The number reviews of the hotel.

The rate of the hotel cleanliness.
The rate of the hotel comfort.
The rate of the hotel location.
The rate of the hotel service.
The rate of the hotel staff.

The rate of the hotel value.

reviewBody The body of the review.
hotelRate The rate of the hotel.
reviewRate The reviewer rate of the review.
reviewDate The date of the review.
journeyType The type of the journey.
isHelpful The review is helpful.

4.2.3 Agoda Dataset

Agoda offers over 200,000 hotels around the world. The Agoda database contains

over 3 million reviews and opinions from travelers. Its data set that was taken manually

from the agoda.ae website, which consists of 722 records chosen randomly from among

any of the records available in its database and 15 attributes that available in its database.

Table 4.4 presents, the attributes and their description of the Agoda dataset.

R fyl_llsl
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Table 4.4: Agoda Dataset Description.

Attribute Description
reviewer The user name of the reviewer.
hoteIName The name of the hotel.

hotelLocation
hotelReviewsNumber
hotelRate

review

rate

valueRate
roomsRate
locationRate
cleanlinessRate
sleepQualityRate
serviceRate
reviewDate
tripType

The location of the hotel.

The number reviews of the hotel.

The rate of the hotel.

The review.

The reviewer rate of the review.

The reviewer rate of the hotel value.

The reviewer rate of the hotel rooms.

The reviewer rate of the hotel location.
The reviewer rate of the hotel cleanliness.
The reviewer rate of the hotel sleeps quality.
The reviewer rate of the hotel service.
The date of the review.

The type of the trip.

4.3 Data Integration

In order to increase data, mining projects require data from more than one data
source [34] [63]. Our integrated data from multiple sources which are: TripAdvisor dataset,
Booking dataset and Agoda dataset into a coherent form which is: TBA dataset to get
better input data for data mining techniques. The TBA dataset consists of 2848 records and
35 attributes (because there duplicate attributes between attributes in the three data sets).

Table 4.5 presents, the attributes and their description of the TBA dataset.
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Table 4.5: TBA Dataset Description.

Attribute Description Selected
reviewerUseName The user name of the reviewer.
reviewerAge The age of the reviewer. N,
reviewerGender The gender of the reviewer. \
reviewerLocation The location of the reviewer. \
reviewerType The type of the reviewer.
aboutReviewer The information about the reviewer.
reviewerTravelStyle The travel style of the reviewer.
whenTraveling,Reviewer When the reviewer travels?
reviewerUsuallyTravelFor | The reviewer usually travels forward.
reviewerTravelWith The reviewer travel with.
reviewerReviewsNumber The number reviews of the reviewer. \
hoteIName The name of the hotel. \
hotell_ocation The location of the hotel. \
hotelPrice The price of the hotel.
hotelReviewsNumber The number reviews of the hotel. \
cleanlinessHotelRate The rate of the hotel cleanliness. \
comfortHotelRate The rate of the hotel comfort. \
locationHotelRate The rate of the hotel location. \
serviceHotelRate The rate of the hotel service. \
staffHotelRate The rate of the hotel staff. \
valueHotelRate The rate of the hotel value. \
hotelRate The rate of the hotel. \
reviewBody The body of the review.
reviewRate The reviewer rate of the review. v
valueRate The reviewer rate of the hotel value. \
roomsRate The reviewer rate of the hotel rooms. \
locationRate The reviewer rate of the hotel location. \
cleanlinessRate The reviewer rate of the hotel cleanliness. \
sleepQualityRate The reviewer rate of the hotel sleeps quality. \
serviceRate The reviewer rate of the hotel service. \
reviewDate The date of the review. N
reviewsBy The review source.
stayingDate The reviewer staying the date.
tripType The type of the trip. v
isHelpful The review is helpful. v
Class The class label v
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The following steps are performed as part of the integration of the three data sets:

e The same attribute in the three data sets may have different names. So for
efficient later integration, simplified data description and understanding of data
mining results, we unified these attributes to a unified attribute name in TBA
dataset. Table 4.6 presents, the attributes that have different names in the three

data sets and its unification.

Table 4.6: Attributes Before and After Unification.

TripAdvisor Booking Agoda Unification
reviewerUseName | reviewerName reviewer reviewerUseName
reviewerState reviewerLocation reviewerLocation
hotelState hotelLocation hotelLocation | hotelLocation
reviewBody reviewBody review reviewBody
reviewRate reviewRate rate reviewRate
tripType journeyType tripType tripType

e The values in reviewerLocation and hotelLocation attributes in the three data
sets contain values of these attributes might be different (e.g., " =< " (Egypt)),
(e.9., “a&uY) | was” (Egypt, Alexandria)), (e.g., “woall z o du)puSuyl | pad"
(Egypt, Alexandria, Burj Al Arab)). So for efficient later integration, simplified
data description and understanding of data mining results, we unified the values
for these attributes to the country. For example, we formatted all values for
these attributes into a country value; (e.g., "_~=<"(Egypt)).

e The reviewDate attribute in the three data sets contain dates in many formats,
e.g. “Sep 24, 20117, "9/24/11", "24.09.11". So for efficient later integration,
simplified data description and understanding of data mining results, we
transformed this attribute to a standard value. For example, we formatted all
dates into a standard value; e.g. "24 September 2011".

e The tripType attribute in the three data sets contain values of attributes might be
different. So for efficient later integrating, we unified these attributes to a
unified attribute name. For example, we grouped all trip types into five
categorical segments; ("2i ilue"(solo traveler), "o s3S Laudl" (traveling as a
couple), "l ae audi"(traveling with family), " elsal de sene ae aull"
(traveling with friends), "Jdee & Liull "(traveling on business)).
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e None selected attributes of TBA dataset that presented in Table 4.5. We will

discuss it in Subsection 4.5.1.

4.4 Spam ldentification Labeling

There was no labeled data set for opinion spam before this project. To evaluate our
method, we need to label each record in TBA dataset by identifying Class attribute by

spam review and non-spam review.

There are three main types of information in the TBA dataset: the content of the
review, the reviewer who wrote the review, and the hotel being reviewed. We manually
label a Class attribute for each record in the TBA dataset. We have done this step after
integration of TBA dataset because we found that spam reviewers often post on more than

one website. The following is performed as part to the identification of the spam review:

e Reviews about brands only.

e Non-reviews.

e Irrelevant review.

e General review.

e Hotels that are 100% positive review. We think every hotel has some
drawbacks, even if they are small.

e The contradiction in the reviewBody attributes for the same reviews.

e Contradiction between attributes, e.g. "reviewRate vs. reviewBody".

e Duplication and near-duplicate (not an exact copy) of the features between the
two records.

e Duplicate and near-duplicate (not an exact copy) reviews. We are taking into
our account the following types of duplicates (the duplicates include near-
duplicates):

o Duplicate from the same reviewerUseName on the same hotelName.
o Duplicates from different reviewerUseNames on the same hotelName.
o Duplicates from the same reviewerUseName on different hotelNames.

o Duplicates from different reviewerUseNames on different hoteINames.
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The Class attribute for each record in the TBA dataset may be labeled with the spam
class based on under one or more of the previous steps of the identification of the spam

record.

4.5 Preprocessing

Today’s real-world databases are highly susceptible to noise, missing, and inconsistent
data due to their typically huge size and their likely origin from multiple, heterogeneous
sources. Low-quality data will lead to low-quality mining results. Preprocessing is a
necessary step for serious, effective, real-world data mining. There are a number of
preprocessing techniques such as: cleaning, transformations, reduction, tokenization,

Arabic stopword removal, and light stemming [63].

4.5.1 Data Preprocessing

In order to detect spam in Arabic opinion reviews by applying data mining method,
the data should first be preprocessed to get better input data for data mining
techniques [34] [63]. In the data preprocessing step, we did some preprocessing of the
TBA dataset before loading the data set to the data mining software, irrelevant attributes
should be removed because they add noise to the data and affect model accuracy. The
attributes marked as selected as seen in Table 4.5 are processed via the RapidMiner
environment [24] to apply the data mining methods on them. The attributes such as the
reviewerUseNamer, aboutReviewer, reviewerTravelStyle, reviewerTravelWith,
WhenTraveling,Reviewer, reviewerUsuallyTravelFor, ReviewsBy, or stayingDate are not
selected to be part of the mining process; this is because they do not provide any
knowledge for the data set processing, and they present personal information of the
reviewers. In addition, they have very large variances or duplicate information, which
makes them irrelevant for data mining. The reviewBody attribute is not selected to be part

of the data mining process; this is because it; we use in the text mining process.

The following is performed as part of the preprocessing of the data set:

e The TBA dataset contains 4984 missing values in various attributes from
2848 records and because the size of the data set is not too large (the rule of
thumb: number of records 5,000 or more desired [48]), we used Replace

Missing Values operator to fill missing values using the average value
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(because it is the smart way to fill missing values [48]) of the existing
values in the column. After this procedure, the missing values will fill and
no record is ignored.

e The reviewerAge attribute in the TBA dataset contains a large number of
continuous values (ages). So for efficient later processing, simplified data
description and understanding of data mining results, we discretized this
attribute to categorical one. For example, we grouped all ages into seven
categorical segments; 13-17, 18-24, 25-34, 35-49, 50-64, 65+ and

"y axe Judl” (prefer not to answer).

After applying the previous preprocessing methods, we try to analyze the data
visually and figure out the distribution of values, specifically the class of reviewers.
Figure 4.2 depicts the distribution of type reviewers according to their class; it is apparent
from the Figure 4.2 that the spam reviewers present about 13.34% (379 records) of the
TBA dataset that means the class imbalance problem occur (more detailed about the class

imbalance problem is discussed in Section 2.7).

non-spam,
86.66%

Figure 4.2: The Distribution of Type Reviewer According to their Class.

The imbalanced class distribution problem occurs when one class is represented by
a large number of examples (non-spam class) while the other is represented by only a few
(spam classes). In this case, a classifier usually tends to predict that samples have the

majority class and completely ignore the minority class [21]. So we must try to overcome
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the drawbacks of the class imbalance problem by using sampling technique, which

discussed in Section 2.7.

4.5.2 Text Preprocessing

In order to detect spam in Arabic opinion reviews by applying text mining
methods, we have used an in-house Arabic TBA (ATBA) corpus collected from
reviewBody attribute of TBA dataset. In this ATBA corpus, each reviewBody was saved in
a separate file. The ATBA corpus contains 3854 distinct tokens in 2848 documents that
vary in length. These documents fall into two classification categories that vary in the
number of documents. Table 4.7 shows the number of documents in each category.

Table 4.7: The Number of Documents in Each Category.

Category [ Total Number of Documents for Each Category
Spam 379
Non-spam 2469

In the preprocessing step, documents are transformed into a representation suitable
for applying the learning algorithms. The main required Arabic documents process steps

are shown in Figure 4.3 and stated below:

Non-Arabic Arabic
texts . Tokenization . Stopword

WE] removal

Figure 4.3: Structuring Text Data Process.

o All the non-Arabic texts were removed.

e Tokenization consists of separating strings by word boundaries (such as
spaces in Western languages).

e Arabic Stopword removal deletes tokens that are frequent, but generally not
content-bearing.

e Light Stemming reduces Arabic words to their light stems by removing

frequently used prefixes and suffixes in Arabic words. Light Stemming

ol Lalu Zyl_ﬂbl )
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chosen because it allows remarkably good information retrieval without
providing correct morphological analyses (more detailed about stemming
methods is discussed in Section 2.8) [57].

e Filter token based on their default length (i.e. the minimal number of
characters that a token must contain is equal to 4 characters and the
maximal number of characters that a token must contain to be considered is
equal to 25 characters) in order not to exclude important words. Thus, the
tokens less than 4 characters and greater than 25 characters are cut out,
while the token between 4 characters and 25 characters remains within the

data set (more detailed about filtering methods is discussed in Section 2.8).

4.5.3 Data-Text Preprocessing
In order to detect spam in reviews by applying machine learning techniques, we
have used an in-house ATBA Hotels (ATBAH) dataset collected from selected features

from TBA dataset as mentioned in Table 4.5 and extracted features from ATBA corpus.

Since ATBA corpus contains 3854 distinct tokens, which are too large, we used
Remove Correlated Attributes operator to remove correlated tokens and Remove Useless
Attributes operator to remove all useless tokens from an ATBA corpus to obtain the best
Arabic text tokens for ATBA corpus. Table 4.8 lists the best 102 Arabic text tokens for
ATBA corpus, these tokens are selected manually by the highest frequency among other

tokens. The listed tokens are sorted from the best to worst according to their frequency.

Now ATBAH dataset collected from selected features from TBA dataset as
mentioned in Table 4.5 and the best 102 Arabic text tokens in the ATBA corpus as
mentioned in Table 4.8.
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Table 4.8: Best 102 Arabic Text Token for ATBA Corpus.

(single) as)
(smile) alusial
(during) <\

(contact) Ju=dl
(lack) zlas)
(specifically) u=s)
(ambiences) ¢! s
(prepare) &=
(felt) Crmsal
(choose) sl
(told) < _nal
(owners) —laal
(performance) s
(hotel)
(adoption) tasl
(etiquette) <ussl

(take) Jskl
(prices) e
(excel) Lt

(tip) sy
(internet) <
(wide) gl s

(includes) Jadu
(advantage) st
(cleans) <k

(wish) o
(wage) s>

(find) 2

(ethics) @a)
(enjoy) giein
(foreigners) <uls)
(take) 3
(towers) z!
(doors) <l s
(took) Lasl
(liked) <)
(simplest) Lol
(farthest) 2=
(ugliest) al
(congestion alaa)
(invite) se2
(holiday) &\
(reception) Judiul
(thank) _sa)
(next) a=
(location) @& s«
(calm) ss»
(merit) Gaiu
(offers) s

(advised) mai

(furniture) U
(respect) al_sa)
(allow) Ja!
(procedures) ¢! !
(never) 1

(like) <)
(procedures) <l sl
(credit) olax
(overall) Yieal
(book) sl
(calculation) s
(relaxation) s yiu
(recreation) aleaiv)
(breadth) g lusl
(impress) e
(furniture) Ul
(away) i)
(took) (3l
(worst) ¢ s
(slowness) sta:
(view) _hie
(clubs) 2 s
(book) =
(lacks) sy

(fits) sy

(like) 25

(another) _A
(beautiful) Jas)
(choose) _tas)
(polite) <
(thank) e
(best) oma)

(pay) &
(embarrass) z! =
(extend) pasi)
(informing) ¢>4
(protested) caisl
(high) g<)
(expect) a5
(creativity) &
(contacted) <l
(bring) Jbu=sl
(hesitate) 225l
(disturbance) zl= )
(style) < stu
(spent) Cauaxl
(resort) i
(feel) _=is
(presence) 25>
(misses) iy
(owns) <lliay

(exist) 2 5

4.6 Processing Stage

In this section, we present our strategy which we followed to achieve our goal, which
tries to develop an approach to detect spam in Arabic opinion reviews that can be valid for
the economic domain in an efficient way with high accuracy and F-measure. To do that,
we implemented the following steps:
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e Data mining classification experiments.
e Text mining classification experiments.

e Data-Text mining classification experiments.

4.6.1 Data Mining Classification Experiments
In our experiments, the following steps are performed as part on the data

classification:

e We start by classifying instances before doing any resampling to the TBA
dataset to test the classification accuracy.

e We are classifying instances after applying an under-sample approach
(more detailed about an under-sample approach is discussed in Section 2.7)
to the TBA dataset to test the classification accuracy.

e We are classifying instances after applying an over-sample approach (more
detailed about an over-sample approach is discussed in Section 2.7) to the

TBA dataset to test the classification accuracy.

4.6.2 Text Mining Classification Experiments
We are classifying instances after applying an over-sample approach to the ATBA
corpus to test the classification accuracy.

4.6.3 Data-Text Mining Classification Experiments

We are classifying instances after applying an over-sample approach on combining
methods from data mining and text mining (our approach) in one mining classification
experiment for gaining many spam features. Also, we try to overcome the drawbacks of the
class imbalance problem by using an over-sample approach. Therefore, we are classifying
instances after applying an over-sample approach to the ATBAH dataset to test the

classification accuracy.

4.7 Apply the SDAOR Approach

This section describes the major kinds of classification algorithms, which are used in
our research: Naive Bayes (NB), ID3, K-Nearest Neighbor (K-NN) and Support Vector
Machine (SVM) which are provided by RapidMiner environment [24]. In the following
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subsections, we present these classification algorithms and their settings which are used

during experiment results.

4.7.1 Naive Bayes (NB)

We use NB (as discussed in Subsection 2.6.1) in our research, which is a technique
for estimating probabilities of individual variable values, given a class, from training data
and then allow the use of these probabilities to classify new entities [34] [48]. Figure 4.4
illustrates the settings of NB. We use Laplace correction to prevent high influence of zero
probabilities [48].

4 MNaive Bayes

Japlpce cormachion

Figure 4.4: Setting of NB.

4.7.2 1D3

We use ID3 (as discussed in Subsection 2.6.2) in our research, which is a technique
for constructing the decision tree by employing a top-down, greedy search through the
given sets to test each attribute at every tree node [34] [63]. ID3 run with the gain ratio for
the criterion term, a minimal size of 10 for a node to allow a split, a minimal size of 2 for
all leaves, and a minimal gain of 0.1 to produce a split to pick a good attribute for the root
of the tree and give us tree with the greatest predictive accuracy.

4.7.3 K-Nearest Neighbor (K-NN)

We use K-NN (as discussed in Subsection 2.6.3) in our research, which a
supervised learning algorithm where the result of the new instance query is classified based
on majority of K-Nearest Neighbor category. The purpose of this algorithm is to classify a
new object based on attributes and training samples [34] [35] [64]. We start by setting k=1
in the parameter setting and try a series of increasing k's with (K=1, 3, 5, 7, 9) and take the
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highest accuracy, also set the measure types appropriately (in this case we have numeric

predictors and a nominal label, hence we choose mixed measures).

4.7.4 Support Vector Machine (SVM)

We use SVM (as discussed in Subsection 2.6.4) in our research, which is a
supervised learning model with associated learning algorithms that analyze data and
recognize patterns, used for classification and regression analysis. The basis of this
algorithm is to take a set of input data and predicts, for each given input, which of two
possible classes forms the output, making it a non-probabilistic binary linear
classifier [6] [21]. Figure 4.5 illustrates the settings of Support Vector Machine.

S BB P> x B~
7' SVM (Support Vector Machine)

kernel type [dot ']
b= [D.D ]
convergence epsilon [U.UU‘IU ]
L pos [‘I.D ]
L neg [1.0 ]
epsilon [U.D ]
epsilon plus [D.D ]
epsilon minus [U.D ]

Figure 4.5: Setting of SVM.

4.8 Evaluate the Approach

Evaluation metrics play an important role to evaluate classification performance.
Accuracy measure is the most commonly for these purposes. The accuracy of a classifier
on a given test set is the percentage of test set tuples that are correctly classified by the
classifier [34] [70]. However, for classification of imbalanced data, accuracy is unsuitable
metric since the minority class has a very little impact on the accuracy as compared to that
of the majority class [21] [58]. For example, in a problem where a minority class is
represented by only 1% of the training data and 99% for majority class, a simple strategy
can be one that predicts the majority class label for every example. It can achieve a high

accuracy of 99% may mean nothing to some application where the learning concern is the
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identification of the minority cases. Therefore, other metrics have been proposed to
evaluate classifier performance for imbalanced datasets. Three important measures are
commonly used, precision, recall and F-measure [59]. The precision is the ratio of the
number of positive examples correctly recognized, and the total number of examples (both
positive and negative) recognized [70]. The recall is the ratio of the number of positive
examples correctly recognized and the number of all positive examples. F-measure is
defined as the harmonic mean of recall and precision [48]. A high F-measure value
signifies a high value for both recall and precision. It is evaluated when the learning
objective is to achieve a performance between the identification rate (recall) and the
identification accuracy (precision) of a specific class [63]. F-measure which is shown in
Equation 4.1.

2 x Recall x precision
F-measure =

Recall+ precision

In our experiments, we use F-measure and compare it with accuracy to evaluate the
performances of the compared classifier for the data set. Also; for evaluation purpose, we
use k-fold cross-validation method provided by RapidMiner environment [24]. K-fold
cross-validation works by using part of the data to train the model, and the rest of the data
set to test the accuracy of the trained model. In k-fold cross-validation the data is first
partitioned into k equally (or nearly equally) sized segments or folds. In this case, we will
divide the data set into k = 10 parts, then train and test for each part. For example, if we
have 100 data records, we will train the model with the ninety records chosen randomly by
shuffled sampling type, and then test the accuracy of the trained model with the ten

records.

4.9 Summary

This chapter describes the methodology used for our research. It presents our
processing strategy which we followed to achieve our goal with more detail. In addition, it
explained the classification algorithms which are used during experiment results. The next
chapter will be discussing the results of our experiments using our approach and the

described methodology.
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In this chapter, we present and analyze the experimented results. Different machine
learning classifiers used for our experiments named, Naive Bayes (NB), ID3, K-Nearest
Neighbor (K-NN) and Support Vector Machine (SVM) which are provided by RapidMiner
environment [24] [34] [66]. These selected classification methods achieve the best
accuracy among other classification methods in our data sets to classify the instances. We
explained the machine environment, and the tools used in our research. In addition, we
present the evaluation measurements for a classification model during sets of experiments
by using the equation of accuracy, and F-measure. Furthermore, we present most
appropriate attributes play an important role in detecting spam in Arabic opinion reviews.
Additionally, we set that the ratio of the number of majority of class samples to the number

of minority class samples in the training data to be 1:1.

We apply a set of experiments; in Section 5.2, we classified instances based on data
mining experiments without resampling approach on the TBA dataset, and then classified
instances based on data mining experiments with an under-sample approach on the TBA
dataset, and finally classified instances based on data mining experiments with an over-
sample approach on the TBA dataset. In Section 5.3; we classified instances based on text
mining experiments with an over-sample approach to the ATBA corpus. In Section 5.4, we
classified instances based on data-text mining experiments with an over-sample approach
on the ATBAH dataset. Finally; we discussed the results of all our experiments and
compared our results with some other published work on the field of detecting spam in

non-Arabic opinion reviews.

5.1 Experiments Setup

In this section, a description about the experimental environment, tools used in
experiments, measures of performance evaluation of classifiers and SDAOR has been

provided.

5.1.1 Experimental Environment and Tools

We applied experiments on a machine with properties that is Intel (R) Core (TM) 2
Quad CPU Q8300 @ 2.50 GHz, 4.00 GB RAM, 320 GB hard disk drive and Windows 7
operating system installed. To carry out our thesis (including the experimentation), special

tools and programs were used:
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1. RapidMiner application program: used to build our approach, and
conduct experiments practical and extracting the required results.
2. Microsoft Excel: used to organize and store datasets in tables, do some

simple preprocessing and analyze the results.

5.1.2 Measurements for Experiments

The measures of evaluating the performance of classification are a confusion
matrix. Also, to perform the comparisons of the tested algorithms, through the performance
of each classifier was evaluated using the accuracy and F-measure which are illustrated in
Section 4.8. Based on the Equation 4.1 in Section 4.8, we extract our experiment results in

the next sections.

5.2 Data Mining Classification Experiments

We apply set of experiments; in the Subsection 5.2.1, we classified instances without
making any resampling approach in the TBA dataset. Finally, in the Subsection 5.2.2; we

classified instances after applying the resampling approach on the TBA dataset.

5.2.1 Data Mining Classification Experiments without Resampling Approach
We start with classifying instances before making any resampling approach in the

TBA dataset to test the classification accuracy. Table 5.1 illustrates the accuracy before did

any change in the TBA dataset. We note that accuracy range from 92% to 94%, which is

considered a good result.

Table 5.1: Accuracy for TBA Dataset in Data Mining
Classification Experiments without Resampling Approach.

Classifier Naive Bayes ID3 K-NN with K=3
Accuracy 94.15% 92.74% 92.86%

However; we cannot depend on accuracy metric as a measure for classification for
imbalanced data as mentioned in Chapter 2. Therefore, we compute an F-measure of whole
classes to evaluate classification performance. Table 5.2 shows an F-measure for the TBA
dataset. We note that in general F-measure is much less than accuracy that is meant the
TBA dataset to have an imbalanced problem. For instance, the accuracy of a NB classifier

IS 94.15% while the F-measure is 39.44%. So, the accuracy measure cannot detect the
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imbalanced problem and cannot give us the actual classification performance, especially
when the data set has an imbalanced class distribution problem.

Table 5.2: F-measure for TBA Dataset in Data Mining
Classification Experiments without Resampling Approach.

Classifier Naive Bayes ID3 K-NN with K=3
F-measure 39.44% 27.90% 22.79%

5.2.2 Data Mining Classification Experiments with Resampling Approach

In order to tackle the class imbalance problem, the data should first be sampled to get
better input data for data mining techniques. Sampling methods (more detailed about the
sampling techniques is discussed in Section 2.7) modify the distributions of the majority
and minority class for the training data set to obtain a more balanced number of instances
in each class [58]. To minimize class imbalance in training data, there are two basic

methods, an under-sampling and an over-sampling.
5.2.2.1 Data Mining Classification Experiments with Under-Sample Approach

In this experiment, we classify instances after applying an under-sample approach
(more detailed about an under-sample approach is discussed in Section 2.7) to the TBA
dataset to test the classification accuracy. Applying an under-sample approach which, is
supposed to reduce the number of samples from the majority class. Hence, an under-
sample approach is aimed to decrease the skewed distribution of majority class and
minority class by lowering the size of majority class. In this approach, first we look at the
minority class which has a smaller number of instances, and then takes the same number of
instances of other majority classes. In order to do this, we use Sample operator provided by
RapidMiner environment [24]. This operator performs a random sampling from each
majority class. Finally, we obtain the new data set with a balance number of instances in
each class (The numbers of records are decreased to 758 records). Table 5.3 illustrates the
accuracy of TBA dataset. We note that accuracy range from 67% to 71%, which is

considered the low result.

Table 5.3: Accuracy for TBA Dataset in Data Mining
Classification Experiments with Under-Sampling Approach.

Classifier Naive Bayes ID3 K-NN with K=3
Accuracy 68.48% 67.11% 71.05%
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Table 5.4 presents the F-measure after applying an under-sample approach on
TBA dataset. Although it has less accuracy, we find under-sample approach creates
improvement on an F-measure comparing with the results obtain from classification
experiments without resampling approach, which is considered the low result. The reason
Is that an under-sampling may remove some instances, which are important to the

classification process.

Table 5.4: F-measure for TBA Dataset in Data Mining
Classification Experiments with Under-Sampling Approach.

Classifier Naive Bayes ID3 K-NN with K=3
F-measure 70.10% 70.59% 69.45%

5.2.2.2 Data Mining Classification Experiments with Over-Sample Approach

In this experiment, we classify instances after applying an over-sample approach
(more detailed about an over-sample approach is discussed in Section 2.7) to the TBA
dataset to test the classification accuracy. Applying an over-sample approach which, is
duplicating the sample of the minority class and adding them to the data set. It is different
than an under-sample approach, so there is no information is lost; all instances are
employed. In this approach, first we look at the majority class which has the greater
number of instances, and then we replicate samples from other minority classes until reach
to the same or a close number of instances in majority class. Finally, we obtain the new
data set with a balance number of instances for each class (The numbers of records are
increased to 4937 records). Table 5.5 illustrates the accuracy of TBA dataset. We note that
accuracy range from 87% to 97%, which is considered a good result comparing with the
results obtain from classification experiments without resampling approach and

classification experiments without an under-sample approach to TBA dataset.

Table 5.5: Accuracy for TBA Dataset in Data Mining
Classification Experiments with Over-Sampling Approach.

Classifier Naive Bayes ID3 K-NN with K=3
Accuracy 87.01% 97.43% 94.94%

Table 5.6 presents the F-measure after applying an over-sample approach on TBA
dataset. Although it has less accuracy, we find an over-sample approach creates significant

improvement on an F-measure comparing with the results obtain from classification
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experiments without resampling approach and classification experiments with an under-
sample approach to TBA dataset. For example, the F-measure of a NB is 39.44% in the
classification experiments without resampling approach; the F-measure of a NB is 70.10%
in the classification experiments with an under-sample approach, and the F-measure of

a NB is 87.98% in the classification experiments with an over-sample approach.

Table 5.6: F-measure for TBA Dataset in Data Mining
Classification Experiments with Over-Sampling Approach.

Classifier Naive Bayes ID3 K-NN with K=3
F-measure 87.98% 97.50% 95.18%

5.3 Text Mining Classification Experiments with Over-Sample Approach

In this experiment, we classify instances after applying an over-sample approach (only
using an over-sample approach because we found an over-sample approach is better than
an under-sample approach, because it is different from an under-sample approach, so there
is no information is lost; all instances are employed) on the ATBA corpus to test the
classification accuracy. Whereas, data in ATBA corpus are too large, ID3 algorithms not
finished their computation in a long time. So, we use Support Vector Machine algorithm
instead of 1D3 algorithm. Table 5.7 illustrates accuracy for ATBA corpus. We note that
accuracy range from 93% to 98%, which is considered a good result comparing with the

results obtain from data mining classification experiments on TBA dataset.

Table 5.7: Accuracy for ATBA Corpus in Text Mining
Classification Experiments with Over-Sampling Approach.

Classifier Naive Bayes Support Vector K-NN with K=3
Accuracy 98.07% 93.52% 97. 37%

Table 5.8 presents the F-measure after applying an over-sample approach on the
ATBA corpus. We note that the F-measure range from 90% to 97%, which is considered
a good result. Also, we find text mining classification experiments with an over-sampling
approach creates significant improvement on an F-measure comparing with the results
obtain from data mining classification experiments with an over-sampling approach. For
example, the F-measure of a NB is 87.98% in the data mining classification experiments
with an over-sample approach, and the F-measure of a NB is 90.15% in the text mining

classification experiments with an over-sampling approach.
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Table 5.8: F-measure for ATBA Corpus in Text Mining
Classification Experiments with Over-Sampling Approach.

Classifier Naive Bayes Support Vector K-NN with K=3
F-measure 90.15% 93.81% 97.51%

5.4 Data-Text Mining Classification Experiments with Over-Sample

Approach

In this experiment, we classify instances after applying an over-sample approach on
combining methods from data mining and text mining (our approach). This means we used
a combination of the review content features; meta-data about each reviewer feature, and
hotel information features in one mining classification experiment. In addition, we try to
overcome the drawbacks of the class imbalance problem by using an over-sample
approach. Therefore, we classify instances after applying an over-sample approach (only
using an over-sample approach because we found an over-sample approach is better than
an under-sample approach because it is different from an under-sample approach, so there
is no information is lost; all instances are employed) on the ATBAH dataset to test the
classification accuracy. Table 5.9 illustrates accuracy for the ATBAH dataset. We note that
accuracy range from 93% to 99%, which is considered a good result comparing with the
results obtain from data mining classification experiments on the TBA dataset and text
mining classification experiments with an over-sample approach on the ATBA corpus.

Table 5.9: Accuracy for ATBAH Dataset in Data-Text Mining
Classification Experiments with Over-Sample Approach.

Classifier Naive Bayes Support Vector K-NN with K=3
Accuracy 99.20% 93.81% 97.97 %

Table 5.10 presents the F-measure after applying an over-sample approach on the
ATBAH dataset. We note that F-measure range from 93% to 99%, which is considered
a good result. Also, we find Data-Text mining classification experiments with an
over-sample approach to the ATBAH dataset created significant improvement on an
F-measure of all selected classifiers comparing with the results obtain from data mining
classification experiments with an over-sample approach to TBA dataset and text mining
classification experiments with an over-sample approach on the ATBA corpus in most
cases. For example, the F-measure of a NB improved from 87 to 99. For example, the
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F-measure of a NB is 87.98% in the data mining classification experiments with an
over-sample approach; the F-measure of a NB is 90.15% in the text mining classification
experiments with an over-sample approach, and the F-measure of a NB is 99.59% of the

data-text mining classification experiments with an over-sample approach.

Table 5.10: F-measure for ATBAH Dataset in Data-Text Mining
Classification Experiments with Over-Sample Approach.

Classifier Naive Bayes Support Vector K-NN with K=3
F-measure 99.59% 93.87% 97.94%

5.5 Optimal Attributes

We chose the most appropriate attributes play an important role in F-measure results.
For this reason, we try to find the optimal attributes by starts with an empty attribute set

and iteratively add the attribute whose inclusion improves the F-measure the most.

From our experiments, we found that the selected attribute for TBA dataset in
Table 4.5 and the best 102 Arabic text feature for ATBA corpus in Table 4.8 are optimal
attributes that influence the category to the target class (spam and non-spam) and achieved
the best F-measure. Figure 5.1 depicts a part of the tree that resulted from applying the ID3

classification algorithm for the class of the reviewer as a target class.
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hotelName = Holiday Villa Madinah

| reviewHate = 10

| | reviewDate = 21 September 2011: spam {Hon-=pam=0, =pam=7}
| | reviewDate = Z0 July 2011: spam {Hon-spam=0, =pam—E}

] | reviswDate = € January Z01Z2: Hom—spam {Non-spam=1, spam=0}
] reviewHate = 5.3: Non—spam {Hon—spaw=1, spam=0}

] reviewBate = E.7: Non—=pam {Non-spam=Z2, =pam=0}

| reviewBate = B.7: Non—=pam {Hon-spam=l, =pam=0}

| reviewhate = 5: Hon—spam {Non-=zpam=l, =spam=0}

hotelHame = H—IHj—I_J—l E_P'_iJ' ajJ__l Gl |y |5.|.|_i

] reviewerhAge = 168-Z4: Hon-spam {Hon—spaw=1, =pam=0}

] reviewserfge = Z35-34

] | reviewDate = 23 August 2012: spam {Hon-=pam=0, spam=7}

| | reviewDate = Z€ Pebruary 2012: spam {Non-=pam=l, =pam=7}
| | reviewDate = 25 April 2012: Hon-spam {Hon-szpam=l, spam=0}
] | reviewDate = 5 May 2012: spam {Hon-spawm=0, =pam=E}

hotelWame = oigap. 8 3aid . Slall @€. dsla 24y
reviewerLocation = bamiall du.uell alyLle¥l: Non-=pam {Hon-spam=1, =pam=0}

|
] reviewerlocation = duofall: Non-spam {Hon-=pam=1, spam=0}
| reviewerlocation = fgoslell doa,edl d€laall
| | reviewhate = I: spam {Non-=spam=0, =pam=7}
] | reviewHRate = 5.7: Non—=pam {Hon-spawm=1, =pam=0}
] | reviewHate = 7: spam {Hon—-spam=0, spam=7}
] | reviewBate = 5.3: Non-=pam {Hon-spam=1, =pam=0}
] reviewerlocation = jhi: Non-=spam {Non-spam=1, =pam=0}
hotellame = Red Carpet Resort
triplype T osaid eiedl
| izHelpful = 1: Hon—=pam {Non—spam=2, s=pam=0}
| isHelpful = B: spam {Non-spaw=0, spam=T}

|

|

|

| triplype = ililell 2a ;izll: Non-spam {Non-spam=14, =pam=0}
| tripType = ¢Liaal irgima
|

|

|

|

| reviewRate = 10: Hon-=zpam {Hon-spam=2, =pam=0}
| reviewBate = Z2.5: spam {Non—spam=0, spam=7}
| reviewRate = 5: Non—=spam {Non—spam=1l, =pam=0}
triplype = ajiia pileas: Hon—spam {Hon—-spam=1, spaw=0}
hotelName = ..iJP |_f_;|._l T 3_|__'|_..|-5 .__I;\JJ |_f_;|_-I_-IJ
] izsHelpful =1
| | reviewlDate = 1 Jeptember 2012: spam {Non-=pam=l, =pam=7}
] | reviewDate = 12 July Z201Z2: Hon—spam {Non—-spam=1, =pamw=0}
] | reviewDate = 14 August 2012: Hon—spam {Non-spam=1, spam=0}
] | reviswDate = 2 Jeptember 2012: spam {Non—spam=0, spawm=£}
] | reviewDate = 25 July 201Z: =pam {Hon-=pam=0, =pam=T}
| | reviewDate = 2Z€ Augqust 2012: Hom-spam {Hon-=pam=l, spam=0}
| | reviewDate = 25 Augqust 2012: spam {Hon-=spam=0, spam=7}
] | reviewDate = 30 Avgust 2012: Hom—spam {Non-spam=1, spam=0}
] | reviswDate = 5 Jeptember 2012: spam {Hon—spam=0, spaw=T}
] isHelpful = Z: Hon—spam {Non—spam=1, spamw=0}

Figure 5.1: The Resulted ID3.

To interpret the rules in the ID3, as an example; the first branch of the tree says that, if
the hoteIName = Holiday Villa Madinah, reviewRate = 10 and reviewDate = 21
September 2011, the specialty of the reviewer can be predicted as "spam™ and so on for the

rest of the tree.
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5.6 Discussion

Form our data sets, we noted that there are different types of spam available in Arabic
opinion reviews, such as: reviews about brands only, non-reviews, irrelevant review,
general review, hotels that are 100% positive review, e.g. "hotelRate = 10", contradiction
between attributes, e.g. "contradiction between reviewBody and reviewRate", duplication
and near-duplicate of the features, e.g. "duplication and near-duplicate of
reviewerUseName for the same hotelName”, and duplication and near-duplicate of
reviews, e.g. "duplication and near-duplicate of reviewBody for the same hoteIName".
Table 5.11, presents a part of the opinion spam and its type that presents in our data set.

Table 5.11: Some of Opinion Spam and its Type.

Opinion Spam
iy os Ll ) ealgill e 8 HUaally deaiall uadll Lgmdsay Ul (allal (3a Laluud) sLaw ausis :adgal)
o S ad) Analang o liandl lall @)lpi€s Al alid) sl allee

dadd JagE. lag Ay s duall Alells duad) AL S yes gide dabiw plea jlaall (ulla) (S8 8 dagy 1 GAl) e
psad 3 A e Aalud) slind) sda 3 Jlee) Jlay clgus Jaiin L Aalall (SLEY) 8 Llae ca iyl SLU JLaiy!
idlS s ) aellae 2 e dalid) slanal oda (ggint, 468w clerdy cilelaial delis Jle¥) dlayl S5e e
Ci€as Ul Llially il o e dlayl 38hall Jaiii, Jlae i) a2 daludl ales caila )l

- ALY Jldin) cleaad

laase AU elsel) 2aSe Y3l Cape Juuiti Apal) ) daludl alea o Jli jllie o3 Cipe aiam Y3 G
LY Clieas S g Abliad Gl sl Beal Jaeat S OR 5 Has @bl o Jlhaall pulla) 3 8 189
Llall Zlae Clojlivay lealh (S My o Zdlaay) GHhall Jaad Ldbal) Juadl Cilay dslae Shay il
GlllSay Capall 3 ells Gluday @l e Jaiin allll cavs dalial) @bl i celly ) diLaYl, duadill

sy Ciprll Cadat dand s 5y Lalay)

Spam Type Reviews about brands only.
Opinion Spam
222012 iy & jlad) Gulla) (B8 CiyBpe Al
Spam Type Non-reviews.
Opinion Spam
83535 dadd g Cine (328
Spam Type General review.
Opinion Spam

o asllly Can sealse Lot s Gpilies 198 Galadll pde of WS cand ol ae Baals Bye (ularlly cudd

Spam Type Irrelevant review.
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Also, we noted that group of reviewers who works together written spam reviews to

promote or demote a set of target hotels . Many sets of unusual behaviors such as: writing

reviews together in a short time window, writing reviews right after the hotel lunch, and

group content similarity.

From all our experiments, we can say our approach achieved the best classification

accuracy of a minority class. Table 5.12 and Figure 5.2 show the accuracy of all

experimental results.

Table 5.12: Accuracy for All our Experiments.

Classifier NB ID3 | SVM K-NN
with K=3
Data Classification with Under-Sample 68.48% | 67.11% 71.05%
Data Classification with Over-Sample 87.01% | 97.43% 94.94%
Text Classification with Over-Sample 98.07% 93.52% | 97.37%
Data-Text Classification with Over-Sample | 99.20% 93.81% | 97.97%
100
90 -
80 A
70 -
60 -
50 A
40 -
30 A
§ 20 A
— 10 A
a 0
2 Data Data Text Data-Text
Classification Classification Classification Classification
with Under-  with Over- with Over- with Over-
Sample Sample Sample Sample
B Naive Bayes MID3 m K-Nearest neighbor (K-NN) ® Support Vector Machine

Experiment Name
Figure 5.2: Accuracy for All our Experiments.

We can summarize accuracy results for all our experiments results as is in NB, the
highest accuracy result (99.20%) was in our approach (data-text mining classification

experiments with over-sample approach). In SVM, the highest accuracy result (93.81%)

was on our approach. In K-NN, the highest accuracy result (97.97%) was on our approach.

Ol LaCN Zyl_ﬂbl

67

www.manharaa.com




Also, we note using our approach to perform significant improvement and the best
F-measure results. Table 5.13 and Figure 5.3 show the F-measure for all experimental

results.
Table 5.13: F-measure for All our Experiments.
Classifier NB ID3 | SVM K-NN
with K=3
Data Classification with Under-Sample 70.10% | 70.59% 69.45%
Data Classification with Over-Sample 87.98% | 97.50% 95.18%
Text Classification with Over-Sample 90.15% 93.81% | 97.51%
Data-Text Classification with Over-Sample | 99.59% 93.87% | 97.94%
100 -
90 -
80 -
70 -
60 -
50 -
40 -
o 30 -
>
e 20 -
[<})
g 10 -
L 0 . : :
Data Data Text Data-Text
Classification Classification Classification Classification
with Under- with Over- with Over- with Over-
Sample Sample Sample Sample
B Naive Bayes B ID3 m K-Nearest neighbor B Support Vector Machine

Experiment Name

Figure 5.3: F-measure for All our Experiments.

We can summarize F-measure results for all our experiments results as is in NB, the
highest F-measure result (99.59%) was in our approach (data-text mining classification

experiments with over-sample approach). In SVM, the highest F-measure result (93.87%)

ol Lalu Zyl_ﬂbl )
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was on our approach. In K-NN, the highest F-measure result (97.94%) was on our
approach.

We can note the great difference in improvement before and after applying our
approach in accuracy and F-measure. For example, in the NB, the accuracy is 87.01% and
the F-measure is 87.98% in data mining classification experiments with an over-sample
approach, after we apply text mining classification experiments with an over-sample
approach, we obtain 98.07% for accuracy and 90.15% for F-measure, and after we apply

our approach, we obtain 99.20% for accuracy and 99.59% for F-measure.

Also, we note that the resulting rules achieve the conditions necessary for the patterns
as follows:

e Valid: the discovered rules are valid with respect to a certain level, and a NB
classifier in our approach has an accuracy of 99.59% .

e Novel: the discovered rules are previously unknown or obvious, for example, in
the ID3 model, if the hotelName equal Holiday Villa Madinah, reviewRate = 10
and reviewDate = 21 September 2011, the specialty of the reviewer can be
predicted as "spam".

e Useful: the discovered rules provide information useful to the business for
knowing the class of the reviewers (spam and non-spam).

e Understandable: the discovered rules are understandable and facilitate a better

understanding of the underlying data.

We find an under-sample approach is a good solution for imbalanced data distribution,
but an over-sample approach is better than an under-sample approach because it is
different from an under-sample approach, so there is no information is lost; all instances

are employed.

From all the above, experimental results confirm our findings, which are saying the
combining methods from data mining and text mining (our approach) achieved the best
classification accuracy of minority class for detecting spam in Arabic opinion reviews
problem. Because the combination of review content feature, meta-data about each
reviewer features, and hotel information features in one mining classification experiment

gain many spam features.
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To confirm our experimental results, Table 5.14, compares our work with some other
published work on the field of detecting spam in non-Arabic opinion reviews.

Table 5.14: Comparison Between our Research and Some Other Research
Related to Detecting Spam in Non-Arabic Opinion Reviews.

Study Method Result
Our research Naive Bayes, Naive Bayes achieved promising
SVM Classification, | results comparing with  other

ID3, supervised methods.
K-NN. Naive Bayes obtains 99.20%

accuracy and 99.59% F-measure.
Algur et. al. [2] Shingling Technique. | Shingling technique obtains 83.54%
accuracy.

Huang et. al. [9] | SVM Classification, | Naive Bayes achieved promising
Logistic Regression, | results comparing with  other

Naive Bayes. supervised methods. The F-measure
does not exceed 58.30%
Glance et. al. [29] | GSRank method. GSRank method achieved 80%
Kappa scores.

Jindal et. al. [45] | Logistic Regression. | Logistic regression did not exceed
78% area under the curve (AUC).

Liu et. al. [50] Logistic Regression. | Logistic regression achieved the best
results nearly 87% accuracy values.
Ott et. al. [59] SVM Classification. | SVM achieved the best results nearly

90% cross-validated accuracy.

Although we did not use the same language and data, in general we can conclude that
SDAOR achieved the best results for accuracy and F-measure, and general we expect the

approach to be used for a wide range of applications.

5.7 Summary

This chapter presents and analyzes the experimented results. In addition, it explained
the machine environment, and the tools used in our research. Also, it presented the
evaluation measurements for a classification model during sets of experiments.
Furthermore, it presented most appropriate attributes play an important role in detecting

spam in Arabic opinion reviews.
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Chapter 6

Conclusion and Future Work
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This chapter draws a conclusion, which includes its results, discussion and comparing

our approach with others, then gives some suggestions for future work.

6.1 Conclusion

In this thesis, we proposed a novel technique for detecting spam in Arabic opinion
reviews. The proposed approach is called SDAOR and is based on combining methods
from data mining and text mining. The proposed technique structure and components were
presented and explained. It involves the following steps for detecting spam in Arabic
opinion reviews: data acquisition, data integration, spam identification labeling,
preprocessing, processing stage and finally evaluates the approach.

For our experiments, we built an in-house a labeled data set of spam reviews and
reviewers using human collected from online Arabic economic websites, including

tripadvisor.com.eq, booking.com, and agoda.ae with different characteristics and sizes by

crawls. Then, we integrated data from multiple sources into a coherent form to get better
input data for mining techniques. Then, we dealt with noisy, missing, inconsistent data,
Arabic stopword removal, and light stemming by some of the preprocessing techniques. In
an integrated data set, we find an imbalanced class distribution problem occurs. To tackle
this problem, we perform some of the sampling techniques, namely an under-sample
approach and an over-sample approach. In addition, we find an under-sample approach is a
good solution for imbalanced data distribution, but an over-sample approach is better than
an under-sample approach, because it is different than an under-sample approach, so there
is no information is lost; all instances are employed. Finally, we implemented our strategy
which we followed to achieve our goal, which is trying to develop an approach to detect
spam in Arabic opinion reviews that can be valid for the economic domain with high

accuracy and F-measure.

For evaluation purposes, we use k-fold cross-validation method provided by
RapidMiner environment [24]. In addition, we set that the ratio of the number of majority
of class samples to the number of minority class samples in the training data to be 1:1.
Experimental results show our approach perform significant improvement on F-measure

results in some case F-measure improved up to 99.59%.
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6.2 Future Work

Possible directions for future work include:

e Evaluation of the effectiveness of the proposed methodology based on a larger
data set.

e Evaluation of the methods proposed in this work to opinions coming from other
domains.

e Using more types of data (private data), such as: the host IP address, MAC
address of the reviewer's computer, and the geo-location of the reviewer to
detect more sophisticated spam Arabic opinion reviews.

e Developing a new method by using collaborative methods classification and
clustering in conjunction with one another to detect spam Arabic opinion
reviews.

e Generalizing our approach to other kinds of user-generated content, e.g.,
Internet forums, discussion groups and blogs.

e Using multiple languages, such as: Arabic, English, and European in the same
review.

e Generalizing our approach to other kinds of spams, e.g., web spam, and email

spam.
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